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BBEJEHHUE

HckyccTBeHHBIH HMHTENIEKT ——  CHCTeMa o00paboTku  uH(pOpMaIu,
BBIIIOJIHAIOIIAS] KOTHUTHUBHBIE 33[]a4M, paHEEe JOCTYIHBIE TOJIBKO YEJIOBEKY: aHAIU3
JAHHBIX, BBISBJICHUE 3aKOHOMEPHOCTEH, ajanTauys K WU3MEHSIOIUMCS YCIOBHSIM,
reHepanys HOBbIX pemeHud. Monemn MM crposTcs Ha apXWUTEKTypax MAalIMHHOTO
oOyueHnusi, GOPMHUPYIOMNUX BHYTPEHHUE MPEACTABICHUS O MUPE Ha OCHOBE OOJIBIINX
MaccCUBOB JaHHBIX. OHM O0y4aroTcs Ha TEKCTaX, M300paKEHUSX, 3ByKaX U JIPYTHX
TUMax WHGOPMAIMK, BBIJIETSIOT KIIOYEBbIE B3aMMOCBSI3M U MpeoOpa3yloT HX B
CTPYKTYPUPOBAHHbBIE OTBETHI, MPOTHO3BI UIIM TBOPYECKUE PE3YIILTATHI.

Pa3BuTHE NCKYCCTBEHHOT'O MHTEIIEKTA CETOIHS SIBJISIETCS OJTHAM U3 KITFOYEBBIX
HaIpaBJiIeHUI MHPOBOM TEXHOJOTHYECKOW HBoyonuH. OJHako OOJBIIUHCTBO
COBPEMEHHBIX SI3bIKOBBIX MOJEIIEH CO3JAI0TC KPYIHBIMU KOPIIOPALUSIMU U OCTAKOTCS
3aKPBITBIMU, YTO OrPAHMYMBAECT BO3MOXHOCTh WX HU3YYEHHUS W aJaNTalud TOJ
o0Opa3oBaTeNIbHbIE U UCCIEA0BATEIbCKUE LETH.

Cyte Mind 4 3akmouaercs B THONBITKE €ro pa3padOTKH B YCIOBHSX
OTpaHUYEHHBIX PECYPCOB, 0€3 MPUBICUECHUS KPYITHBIX BBIUUCIUTENbHBIX KJIACTEPOB U
TOTOBBIX PEIICHUH OT WHIYCTPHUATLHBIX TUTAHTOB.

[lenb npoekTa: pazpaboTka MUHUMAIBLHO PAOOTOCIIOCOOHOM S3BIKOBON MOJIETH
MUCKYCCTBEHHOIO MHTEJUIEKTa B YCJIOBHSX OIPAaHUYEHHBIX BBIYUCIHMTEIBHBIX H
(MHAHCOBBIX peCcypcoB, 0€3 MCIOJb30BaHUS KPYIHBIX KIJIACTEPOB WM TOTOBBIX
MIPOMBIIIUICHHBIX PEIICHUH.

JUis NOCTHKEHMSI LIeTTM HEOOXO0AUMO PEUIUTh CISAYIOLIIE 3a0a4u:

1. N3y4nuTh TEOPETHYECKHUE OCHOBBI COBPEMEHHBIX SA3BIKOBBIX MOJEIEH,
BKJItoUasi apxutektypy Transformer, mpouecchl TOKEHH3aluu, SMOEIIUHIOB U
MEXaHU3MOB BHUMaHUSI.

2. [Ipoananu3upoBaTh KJIIOYEBbIE oOrpaHuyeHusi paspaborku WM B
YCIOBUSX JeduiuTa pecypcoB (KayecTBO JaHHBIX, BBIYUCIHMTENBHBIE 3aTpaThl,
IOPUIUYECKUE PUCKU) U MPEIIJIOKUTh CTPATErMH UX MUHUMU3ALUH.

3. PeanuzoBate mnporotun mogenun Mind 4 Ha 6aze Google Colab,
aanTHUpOBaB  TpaHCHOpMEp-apXUTEKTypy Il  JIOKAJIbHBIX  BBIYMCIEHUUA C
MCIIOJIb30BaHUEM ONTUMU3AIINI (KBaHTOBaHUE, KAIIUPOBaHUE, Triton-sapa).

4, [IpoBecTn 00yueHHE MOJETM Ha OTKPBITBIX JaTaceTax M OLEHUTh €€
MPOU3BOAUTENILHOCTD IO CTAHJAPTHBIM METPUKAM.

5. BreisBuTh TIpOOIEMBI, TaKMe KaK TaJUTIONMHAIIMM W HECTaOMIbHOCTH
oOyueHus, ¥ MPEAJIOKUTH MYTH X PEIICHUsI B paMKaX OrpaHMYEHHOTO OI0JKeTa.

6. PazpaboTtath pekoMeHIalMyu TO JaJbHEUIIEeMYy pa3BUTHIO MOJICIH,
BKJIIOYAsi MHTETPALIMIO BEO-TIOUCKA, TeHEpaIK N300paXKeHUN U MyJIbTUMOJATbHOCTH.

[IpakTHyeckas 3HAaYUMOCTb JAHHOTO MCCIEIOBAaHUS 3aKII0YaeTcs B TOM, YTO
MO3BOJIUT  NPOJAEMOHCTPUPOBATH  BO3MOXKHOCTh  AeMokpatuzammu WU s
pa3paboOTYNKOB B 00pa30BaTEIbHBIX IIENIIX.

OOBEKTOM HCCIIEIOBAaHUSI BBICTYMAIOT CUCTEMbl MCKYCCTBEHHOT'O MHTEJUIEKTa
Ha OCHOBE IIyOOKOro 0Oy4YeHHs, B YaCTHOCTH, OoJibliue s3bikoBbie Monenu (Large
Language Models, LLM), takue kak GPT, Claude u DeepSeek [3].

[IpeameTom ucciaea0BaHMS SBISIETCS MPOIECC MPOSKTUPOBAHUS U peau3allun



KOMITaKTHOM s13b1KOBOM Mojzienu Mind 4 Ha apxutektype Transformer B ycnoBusix
OTPaHUYEHHBIX PECYPCOB.

I'mmoTe3bl MpoeKTa 3aK/JII0YAETCHA B TOM, CIIOCO0OEH JIM OT/IeJIbHBIH Ye10BeK
B 2025 roay CipoeKTHPOBATH APXUTEKTYPY, OJM3KYI0 10 IPUHIHUIAM PadoThI K
CHCTEMaM MHPOBOI'0 YPOBHA U €03JaTh 00YYEHHYI0 MOJeb.

AKTYaJbHOCTH IAHHOI'0 IIPOEKT 3aK/JII04YaeTcsl B IPOBEPKe FMIOTE3bI 0 TOM,
BO3MOKHA JIM B INPHHIHUIE pa3padoTka apXMTEKTYypbl, OJIM3KOH K cHCTeMaM
MHPOBOI0 YPOBHSI, CHJIaMH OJHOro 4esiopeka B 2025 roay. HccienoBanme
aHAJIM3MPYeT peajibHbIe JKOHOMHUYECKHE W TeXHHYeCKHe Oapbepbl, MOMOras
MOHATH, MOT'YT JIM MHAMBUAYAJbHbIC Pa3pa00TYNKH BHOCUTH BKJIA/l B PAa3BUTHE
NN ©0e3 pgoctyma K MWUIHAPAHBIM OKHOKeTaM M NPOMBINLICHHBIM
BbIYMCJIUTEIbHBIM KJIACTEPaM.

HoBu3zHa 3akiro4daercss B [A€TAJbHON HWHKEHEPHOM PEKOHCTPYKUUU
TpaHc(pOpMep-apXUTEKTYpPbl, AJANTHPOBAHHON O] KOMIIAKTHOE OKpY:KeHHE H
JIOKAJIbHbIE BHIYMCIUTEIbHbIEC BO3MOKHOCTH.



I''TABA1.TEOPETHUYECKASA YACTDH

1.1 Kak pa0doraer HelipoceThb

HeiipoceTs — 3TO OrpoMHbIi ITU(PPOBOI MO3T, KOTOPBIA YUYUTCS MMOHUMATh U
TEHEPUPOBAaTh TEKCT, HMMUTHPYs 4elloBeueckuid pa3zym. OHa T1OCTpoeHa Ha
apxutekrype Transformer — 3To yeTKas cucTeMa u3 MaTeMaTHYECKHX 1AroB, I1€ Balll
BONPOC pa3z0bupaercs Ha 4YacTH, AHAIM3HPYETCS B KOHTEKCTE M cOoOMpaeTcs B
KOHKpETHBIN 0TBeT. [IpencraBpre, 4To 370 (habpuka: chipbe (Balll TEKCT) MOCTYTAeT Ha
BXO/Jl, NMPOXOJUT HECKOJBKO 3TaloB 00pabOTKM (KaK KOHBEHEpHbIC JMHUM), U Ha
BbIXO/IE — TOTOBBIM MpOAYKT (oTBeT). S pa3zbepy Bc€ mo miaram, ¢ IPOCTBIMU
npuMepamu, 4To0bl ObLIO MOHATHO. MBI IPOIAEM OT 3ampoca 10 TeHepalu OTBETA,
BKJIIOYAsl, KaK MOJIENIb 00y4aeTcs M IoYeMy MHOTAA "'TalUTIOLUUHUPYET" (BBIyMBIBAET).
Bcé€ 310 0CHOBaHO Ha MUJUIMApIE MAPAMETPOB — JTO KAK CBS3U MEXAY HEMPOHAMU B
MO3Te, — KOTOPbIC HACTPAUBAIOTCSI HA OTPOMHBIX 00beMax JaHHbIX [2].

Kak monens renepupyer OTBET:

1. Bxon: TekcT moap30BaTeNs — TOKEHBI — IMOCIINHTH + TTO3HIIHSL.

2. [Tporon uepes L cinoés Transformer (B kaxxqom — attention + HeOobILIAs
ceTb 00pabOTKM).

3. Ha BbIXOj€ TOSTydaeM JIOTUTHI — OIICHKH IS Ka)XJI0r0 TOKEHa CIoBaps
(Ha CKOJIBKO BEPOSITHO KaXI0€ CIIOBO).

4, [Ipumensiem softmax — noaydaem pacnpeiesieHe BEPOSITHOCTEH.

S. [To mpaBwity BbIOOpKH (argmax, CAMIUIMHI, TeMIlepaTypa) BbIOMpaeM
CJICIYIOIINM TOKEH.

6. [ToBTOpsiem, OKa HE CTeHEPUPYEM KOHEL.

[Touemy 310 BaxkHo? be3s Takoit “padpuku’ KOMIBIOTEP MOT OBbI TOJBKO XPaHUTh
(baKkThl, KaKk SHIUKIONEANSI. A HEHPOCETh YUUTCA “AyMarh : OHA HAXOAMT MaTTEPHBI
(HampuMep, “H0XKIb~ YacTO UJIET Mocie “o0iaka’”) U co3maeT HOBbIC uicHu. Jlambiie
MbI paz0epem, Kak 3T0 paboTaeT miar 3a maroM, ¢ IpocThIMU npuMepamu. Haunem c
TOT0, KaK HEMPOCETh "YMTaeT" Ball TEKCT.



I'TABA2. IPAKTHYECKAS YACTb

2.1 OMO0eqauHTH

TokeHbl — 3TO BCEro Julllb HOMEpa, OECIOIE3HbIE AJIs aHAIN3A, KaK SPJIBIKK Ha
KopoOkax. UTtoObl HelpoceTh "MOHsUIA" CMBICH, MX MPEBPAILAIOT B AMOEIIUHIHU:
KKl TOKEH MamnmuTcs B BeKTOop — crucok u3 d uucen (d = 768-8192, kak
KOOPAMHATH B TUIEpPIpocTpaHcTse). 1o Marpuna E € RV*, u smbGemmunr s
TokeHa X, — e; = E[x,] (unu »>kBuBanentHo e, = ET. onehot(x,), rae one-hot —
BEKTOP C EAMHMIIEH B TO3ULIUH X, OCTAJIbHOE HYJIN). Eciu ele mporiie kaxaslii Homep
CTAaHOBHUTCSI BEKTOPOM — CIUCKOM M3 768—8192 uncen (kak KOOpAMHATHI HA KapTe B
MHOTOMEPHOM MHpE).

Ha npakTuke 3T0 03Ha4aeT, 4TO MBI IPOCTO «BBIOUPAEMY CTPOKY X; U3 TAOIHIIbI
MOeIMHIOB E, 4TOOBI MOTYYUTh COOTBETCTBYIOLIHNM €l BEKTOP €;. DTOT BEKTOP €y U
€CTh «CMBICIIOBOH IMMOPTPET» TOKEHA, KOTOPBIH MOJIECTh HCIIONB3YeT JJist aHamu3a[/].

UYro BHyTpHu? BEeKTOpHI HE CilydailHbl: BO BpeMsi OOy4YEeHHs] OHU HACTPAUBAIOTCS

Tak, 4To Moxoxue TokeHbl ("moM" u "3gaHue" ) UMeEIoT OJM3KHE BEKTOPhl — HX

paccrosiHie Mayio. biau3zocTth MepsitoT "paccTosiHueM' (KOCMHYCHOE CXOJICTBO: €CIU
eiej

YKCIIa TIOX0XKH, PACCTOSHIE MaJICHbKOE, KaKk MEKIy cocesiMu): cos(6) = m, aTa
ey

(dopMyJia BBIYUCISET KOCUHYC yIuia 0 MeXay JByMsl BEKTOpaMu 3MOEIIUHIOB (e; U
ej). Ecin BEKTOpBI CMOTDPAT B OTHOM HANpaBJIeHUH (3HaYeHue O0Ju3Ko K 1), crosa no
CMBICIIYy TIOXOXH, YTO U MO3BOJIIET MOJAEIA NOHMMAaTh CMHOHMMBI. [Ipumep: "Jom"
MoxeT ObITh [0.2 (Temio), 0.8 (3ammura)], "3manue" — [0.3, 0.7]. Paccrosinue Mexay
HUMU MaJlo, KaKk MEeXJly cocelsiMu Ha Kapte. Ha BbIxoge — maTpuua, rjie CTpOKd —
IIOPTPETHI TOKEHOB.

Ananorusa: Kaxmgoe cioBo — mepcoHa)k B KHUTE. OMOEIJIUHT — €ro
ncuxojornueckuit moptpet: "mom" = [0.2 (crabumbHOCTh), -0.1 (muHamuka), 0.8
(3ammra)], "smamue" = [0.3, -0.05, 0.7] — moxoxu. Mogenp "Buaut' 3TO B

MIPOCTPAHCTBE: ONM3KHUE CIIOBA KJIACTEPSITCS, KaK JIOAU C OOIMIMMH MHTEpEecaMH Ha
kapre. CeaseiBanue Beca (Weight tying) W, = ET (Omo npumenenue ceasvieanus
6ecoe osHauaem, umo mampuya 07 npeodopaszosanusi mokeHos & eexkmopul (E) u
mampuya 05 npeobpazosanus 6ekmopos oopamuo 6 mokenvt (W,,,;) — 00na u ma
orce (MpaHCNOHUPOBAHHAS). DMO 3HAYUMENbHO IKOHOMUM NAMAMb, MAK KAK MOOenu
He MYICHO Xpanumb Oee ozpommvie mampuysl.) W — maTpunma Beixoma, ET —
TPaHCIIOHMPOBAaHHAs MaTpuila A>MOeaauHroB IIpeacTaBuM  3epKajio:  BBIXOJ
(reHeparus CJIOB) UCIIOIB3YET TOT K€ "CI0Baph', 4TOOBI OTBETHI OBLITM KOHKPETHBIMHU.
be3 »smbOenauHroB Mojenb Obuta OBl CJEMONM K CMBICTY, Kak CjoBaph 0e3
onpenenenuii[1].

2.2 baoku Transformer

Cepnue momemn — L cimoeB (L = 6-96, B Mind 4 — ckpomHBIE, HO
sa¢dexruBubie) TransformerBlock. Kax bt 610k — kak otnen Ha pabpuke: cHavaja
"BHUMaHUE" (CBSI3W MEXIY CJIOBaMH), MOTOM ‘“‘mpopaborka" (TayOokuil aHanms), ¢
"HopManu3anueil" (4ToObl yucna He "meperpeBayiuch'), YTOOBI CHTHAN HE yracall.



Bapuant Pre-LN (HopManmuzainus mnepen Moa0jIoKaMH) — CTaHAApT s
CTaOUJIBHOCTH.

H = H + MHA(LayerNorm(H)), H' = H + FFN(LayerHorm(H)).

(Omu ypasnenus onucvliéarom nomox 0auwHuix 6 Onoke Transformer (eapuanm
Pre-LN). Cnauana éxo0o H nopmanuzyemcs (LayerNorm) u npoxooum uepe3 eHumMaHue
(MHA), a pezynemam oOobasnsemcs k ucxoomomy H (smo 'Residual’ unu 'skip-
connection'). 3amem smom Hoewiti H cnosa Hopmanuzyemcs, npoxooum uepes
netipocemv (FFN) u cnosa oobasnsiemcs k H.) Residuals (+) — "mamste": curaanm u3
IpeAbIAYIIEro cjaos no0aBisercs, uyToObl u30exarh vanishing gradients (curHan
yracaet B riyoune). [4]

- ( Softmax )
(,( [10GaBHTS W HOpMaNK30BaTS ) L
.' ( NuHenHsit )
~ | ", 4
: ' ( MpAMan TpaHCIALMA ) ( Mpaman TpaHcnAumMa ) .,
I e LEKOAEP #2 )
o IR S ) . .
8 ’ .»( [06aBuTs M HOPMaNU30BaTL ) " 1 ko \
E : * * _ : b( [o6aguTs 1 HOpManKI0BaTL )
. 3t ]
$ ( BHumaHue k cebe ) |
o  PPPPPTT— T/ i gt
(o) W~ gy gL A S o ey
]
(D( [NlobasuTb U HopManu3oBaTh ) aof ., 0( [l0GaBUTL W HOPMANM3OBaTL )
N '
| 4 ... | [ ]
o : ( MNpAmMan TpaHcnAuMs ) ( MpAmMan TpaHcnAuns ) * ":"C BHumManne KoAMPOBLMKA-ASKOAUPOBLLMKE )
§ I ey r— AN~ Yomsmmme e Fovec-mcceocmoooooe- T
‘2’ . .’( NoGasuTts M HOpMANK30BaTL ) » ’( [oGaeuTs ¥ HOpManK30BaTL )
L]
“1. 4 L) ' [ 4
. .
: ( BHuMaHue K cebe ) . ( BHumMaHue K ceGel )
k ........ Aecccmmmr e e e - A _) k‘ Semeseea- feccccnncncccnnnnaaa 3 )
NOMLIMOHHOE
et @ ® D O]
< CITT xR
Paambiwnsiowymi MawuHbl

Pucynok2.1 Apxutektypa Transformer.

2.3 Feed-Forward Network (FFN)

[Tocne BHUMaHMST — TIpOCTast CceTh: aBa cios uncen ¢ aktuBannet GELU (kak
"unbTp": TPOIyCKAaeT MOJOXKUTEIbHBIE, TACUT OTPHIATENIbHBIC, YTOOBI MOJEIh
"mymana" HEJTMHENHO).

FFN(x) = W, (GELU(Wyx + by)) + by, dpf = 4d.

Ota (opmyna onuceiBaeT ABYXCIOWHYI HepoHHyto ceTb (FFN), koropas
oOpabaThIBaeT KaXIblii TOKeH He3aBucuMO. OHa pa3ayBaeT BekTop TokeHa (W1) 1o
pa3mepa dff (oOb1uHO B 4 paza 6oblie), MpUMeHseT HellnHeHyo akTuBaiuo (GELU)
U ckumaeT ero ooparHo (W2), 9ro momoraeT Mozenu Tiy0ke MpOoaHaTu3UpOBaTh
unpopmaruio. Cama o cebe GELU (Gaussian Error Linear Unit) — 310 dyHKIMS
aKTHUBAINH, KOTOPAsl TJIABHO IIPOITYCKAET» TOJIOKHUTEIIbHBIE 3HAYCHUS U OCIalmseT
oTpuuarenbHeie. Popmyna:

GELU(x) = x * d(x)

Ine G(X) — dynkuus pacnpenenenus ['aycca (BepoSTHOCTh, YTO CITydaiHas
BenmmunHa < X)[9].

GELU wucnone3yer rayccoBy (GyHKIHMIO, KOTOpash BBIYUCIUTEIBHO TsDKEMA.
[ToaTOMy B KOJIe BMECTO TOUHOM (HOpMyJIbI OepyT NPUOTMKEHHE — aNMPOKCUMALIHIO


https://habrastorage.org/webt/dm/wa/pi/dmwapi3jsz1arewhc4xg3_hgevo.png

yepes tanh, koTopast BeAET ceds MOYTH Tak ke, HO paboTaet ObIcTpee:

2
GELU(x) = 0,5x| 1 + tanh — (x + 0.044715x3)

Hopmanmsarus ciioes (Layer Normalization):
_1 2 1 2 _ XK
p=-Xx;, 0°=-X—mw+e, LNx)=y—+8.
Amnanorust: [Tocne yara — pa3MbIIUICHUS B OJUHOYKY: "A 9TO 3TO 3HAYUT AJIA
mens?". Hopmamuzanus (LN) — kak TepMocTaT: JepXKUT BcE B OanaHce, 4TOOBI CJIOU

He "epeKpuKuBaIn" APYT Apyra.

2.4 Mixture-of-Experts (MoE)

[Tocne MHA-BHUMaHUS KaXK/IbIii TOKEH OOBIYHO MTPOXOJUT YEPE3 CTAHIAPTHYIO
nByxcnoinyto HeitpoceTs (FFN) st "riry6okoit mpopaboTku' .

Onnako B Mind 4 wucnonbsyercs Ooinee mpoasunyTtas Mixture-of-Experts
(MoE) apxutekTypa.

. Cyts MoE: Bmecto oanoro 6oinbmoro FFN-610ka, y mojenu ecth 128
"skcrepToB" (num_experts: 128).
. JI1st KaKJ10ro TOKEHa clrienralibHas "'ceTh-MapupyTu3aTop” BeiOupaeT 4

HauOoJee moaxoadmux "skcrnepra” (experts per token: 4) miist ero 00padOTKH.
Amnanorusa: BmecTto Toro, 4to0sl onuH "Bpau-yHuBepcan" (crangapTHsiii FFN)
Je4yun Bce 00ye3HM, y Bac ecTh 128 "y3kux creunanuctoB" (3xcmneproB). Cucrema
BBI3BIBAET 4 HY>KHBIX CHIEIUAIIMCTA JJIsl KKI0r0 "manueHTa" (TOKeHa).
DOTO TO3BOJIAET MOJEIM HUMETh Tropa3fao Oonbuii '"3amac 3HaHUU", He
3aJICCTBYS BCIO CETh JJISI KaXKJIOTO I1ara, YT0 KPUTUUYECKU AKOHOMUT PECYPChl MPH
COXpPaHEHUH BBICOKOH mpou3BoauteabHocTU[10].

2.5 BbIxoaHoI ci10ii

IMocne Bcex L cnoes: z, = W, ht + b € R” (utoroseii Bextop hl (BeIXOA
nocieaHero L-ro ciios) yMHOXkaeTcs Ha BbIXOJAHYIO matpuity W,,:. B pesynbrare
MOJIy4aeTCsl BEKTOp Z; (JIOTUTHI), pa3Mep KOTOpPOro paBeH pazmepy cioBaps (V), u
KOTOPBIN COACPIKUT «OLIEHKU» BEPOSITHOCTH ISl KAXKJAOTO BO3MOYKHOTO CIIETYIOIIETO

TOKEHA):
— Zt _ exp(@)
Pe = Softmax (F)' Pei = ZeXp(%j).

®opmyna Softmax ¢ Temneparypoii T nmpeoOpa3yeT ChIpble OLEHKH (JIOTUTHI Z)
B pacripenesneHue BepositHocte p. Jlenenwe Ha T mnepen SKCHOHEHTOM (exp)
crnaxuBaer (mpu T > 1, nnus kpeatuBHOCTH) Wi oboctpser (mpu T < 1, mis
MPECKa3yeMOCTH) BEPOSTHOCTU. JIOTUTHI: OIEHKHU (YMCiia) JUIsl KaKJI0ro TOKEHa B
cioBape ("HACKOJIbKO BEpOSITHO 3TO ciioBo?"). Softmax mpeBpaiiaer ux B MPOICHTHI
(BepositHocTH). Temmneparypa (T=0.7—1.0) gobapnser "cinydaitHoCcTh": HM3Kass T —
npeackazyeMo (Kak CTpOTrMd Y4uTelb), BbICOKass — KpeaTMBHO (Kak ¢aHTazEép).
Brei6uparot mo argmax (camoe BeposiTHOe) win coMIuHT (Jotepes). s Mind 4
3aJlaHbl CIIEAYIOUIME MapaMeTpbl TIEHepaluu M0 yMoJ4aHuio: 'Temmeparypa'



(temperature) 0.8, u misa comiumara ucnonb3yrores top Kk 50 u top_p 0.95, Gananc
MEXTy KPEaTHBHOCTBIO M OCMBICIIEHHOCTBIO OTBETOB[3].

Amnanorus: PyneTka B urpe: JIOTUTBH — IIAHCHI HA YKCIIa, Softmax — "Beurpai
30% ua 'mom™'. T — "Becenbe": 6€3 HETO BCera OAHO U TO K€, C HUM — CIOPIIPHU3HI.
Tak HEHPOCETh CTPOUT OTBET TOKEH 32 TOKEHOM, Noka He [EOS].

2.6 O0yuenue

OO6yuenne — next-token prediction: Mojenb BHAMT X MpEACKa3biBaeT X t.

[Torepu — negative log-likelihood (MLE):
expl\z

L= _% i=1logp(x¢lx<e) = X¢—log (%)-

Oto ¢ynkmus motepp (Cross-Entropy LO0SS), KOTOpyr0 MOIETh MBITACTCS
MUHUMHU3UPOBaTh. OHA N3MEPSIET, HACKOIBKO MOJEIb ObllIa «yINBICHA» MPAaBUIHLHBIM
OTBETOM Xt: €CJIM BEPOSTHOCTh P(Xt) (KOTOPYIO MOAEINb Jaja NPaBUIbHOMY TOKEHY)
ObUIa HU3KOH, log(p) OyAeT cuiibHO OTpUIIATEIbHBIM, U L (1moTepu) OyJeT BHICOKUM.

ar
Cross-entropy mis 6atya: ycpenaenue. [ paiueHT 1mo JoruTam: =D~V (y —one-
l

hot, cynep-ya00HO).

[Touemy loss? D10 Mepa "HeyBepeHHOCTH'": HU3KUM loss — Mojienb Oiu3Ka K
naHHbIM. Perplexity: PPL = exp(L) — "ckousbko cjoB myTaeT mozens" (PPL=10 —
kak 10 BapuanToB BMecTO oHOr0)[11].

Ontumuzanus — AdamW (aganTuBHbINM rpaaueHT ¢ decay):

me=Pimeg + (A —=F1)ge, 9= P01 +(1— Bz)gtz )
7

Pacniucanue LR: warmup (0.0001 — 0.001 3a 10% maroB) + cosine decay.

Amnanorus ¢ loss: IIpeacraBpre yuutens (IaHHbIC), MUIIYIIETO HA JOCKE YPOK
no wucropuu: "B 1492 ronmy Komym0 oTkpeul Amepuky". YdUeHHK (MOJENb)
3aMMCBIBAET, HO MOXET ciaydailHo mpomyctuTh "1492" (loss pacrer — ommubOka B
JeTansx) wiv nepemnyTtaTth ¢ "MaremianoM" (Bbicokuit loss — momnHas epynaa). Loss
— KaK KpacHas pydka: MHUHYC Oa/uibl 3a MPOMYCKH. YYEHUK KOPPEKTUPYETCS
(backprop: rpaguenTsl — "ucnpass gaty!"), HO eciu JOCKa cTepTa (IIyM B TaHHBIX),
on 3anuieT "KomxyM6 oTkpsu1 Mapc" — u loss HU3KHIA JIOKaIbHO (TTATTEPH "OTKPBLT
+ MecTo"), HO TII06aNbHO ommubka. O0yueHne — MUJITHAP Bl TAKUX "yPOKOB': MOJIENb
MUHUMM3UPYET loss, CTaHOBSICH TOYHOM, HO ecnu naHHbIe biased (90% unTepuera —
Mycop), loss "mpuBbikaeT" k ommoOKam.

[Ipo6nemsr: Overfitting (3anmomuHanue, He oOyueHue) — loss HM3KUU Ha
oOyueHuu, BICOKMN Ha TectTupoBaHuu. duxc: dropout (ciyyaitno "3a0biBath" 10%
cBsa3eit), clipping (ecnu |g| > 1, HOpMUPOBATH).

+ 16
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o o dpi
I'paguentsr: Yepe3d mpaBuio menHod mpousBogaHou. Jlis softmax: - =
Zj
pi(&- i—Dp j). B attention — mtoTHBIE 3aBUCUMOCTH, HO aBTOAuGB D (kak B PyTorch)

CUHUTACT.
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. O6yuaromass Tounocts (Train Accuracy): 910 "oneHka ycreBaeMocTu"

MOJIEIM Ha TeX JaHHBIX, HA KOTOPHIX OHA yuuiach (train set). CUHSA JUHUS — KaK
YYCHHK CHAET KOHTPOIBHYIO TI0O CBOUM KOHCIIEKTaM: OOBIYHO BBICOKAsI, [IOTOMY YTO
Moienb "3anmomamIa" narrepusi[13].

. Bamunanmmonnass tounocth (Val Accuracy): IlpoBepka Ha "HOBBIX"
naHHBIX (val set), KOTOpBIX MOJIEh HE BUIENa BO Bpems o0yuenust. OpaHkeBasi IMHUS
— Kak ’K3aMeH 1o OujietaM, KOTOPhIX He ObI0 B KOHCTIEKTax. Eciu oHa pacTéT (kak
311eCh), MOJICNIb 0000IIAeT 3HAHUS; €CITU OTCTaéT — PUCK mepeodyuenus (overfitting,
KOTJja MOJIeJNb "Bbly4yniia HAU3YyCTh', HO HE TIOHUMAET CYTh).

[IpeacraBpTe, YTO MOJENb — YYEHHUK: train accuracy/loss — Kak Jomamika
(I€rkasi, HO HE MPOBEpsieT NMOHUMaHMeE), val — Kak TecT (IMOKa3bIBACT, MOXKET JIH
MPUMEHHUThL 3HaHUS K HOBOMY). Mmean: oOe JWHHM pacTyT/MajaroT MapauiebHO.
31mech — XOPOIIHii mporpece, Ho K 15-i smoxe val accuracy cierka miato (0.7-0.72),
4yTO HamMeKaeT Ha overfitting — TunuyHas npoOiema Jyisi MajJoro JaTaceTa, Kak B MOMX
OTrpaHUYCHUSIX.
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2.7 Illouemy MoaeJIb ralJIIOIUHUPYET?

[MaymonMHaMM — KOT/1a MOJIENh BhIIACT MPABAOTO00HBIN, HO JIOKHBIN (DakT
("Oiidenea Oamns B bepamne" ). Hayuno: MLE ontummsupyet likelihood
(BEepoATHOCTH TOCHenoBarenbHOCTe), a He truthfulness. Mopens yuutcs Ha
KOppeJSIIUsIX, He IPUYUHHOCTAX: €CM B JaHHbIX "OHdens + 6amns + [Tapux" gacto,
HO MHOT/IA ¢ IyMoM ((paH(pUKIIH), oHa "goaymbiBaeT" 1o narrepHy. Het BctpoeHHOM
npoBepku (pakToB — TONBKO BeposTHOCTH. Truthful QA mokassiBaer: Tom-mosmenu
ommubatorcs Ha 20-30% B mudax ( "mbl ucnoiasdyem 10% wmoszra" — Mojenb
COrJIallaeTcsl, €CU NaTTEPH CUITbHBIN).

ITo cyru: Loss = KL-auBeprernust Dy (Piatall Po) + H(Paata), TAC MOIETH
anmpoOKCUMUPYET pachlpeiejieHue JaHHbIX, HO €CJIM JIaHHbIE NOoiSy, pPg'ycpenaHsier"
n0xb. RLHF (mooOydenue ¢ puadekom) moMoraeT, HoO He yCTpaHsieT: reward -MoJieb
penalizes raumonrHanu, Ho He Ha 100%.

Amnanorus 1 (TecT yyeHuKa): YUeHUK Ha dK3aMeHe 1Mo Ouosioruu: Bonpoc "Yrto
takoe JIHK?". On 3HaeT 0a3y, HO JeTanu pa3MbIThl. Bapuant A: HU4ero He nucarb —
0 6aytoB rapaHTHUPOBaHO (Kak MOJIeNb, OTKa3bIBaroasicsa orBevarb, Ho LLM He Tak
oOyuensl). Bapuant b: Hanucate "JIHK — 310 6e10K, KOAUPYIOMINA TeHbl" — JIOKD,
HO coherentHas, +1 Oamn (yuutenb: "XOTs HeBepHO, HO crtapaincs"). Monenb
raJulioLUHUpPYeT, noroMy uro MLE mnoompser "3anmomHuTe mpoOensl" — mydine
coherentHas uymb (HU3KUN JIOKaIBHBIN 10ss), yeM myctota. B peanbHOCTH: BOMPOC
"KTo m3o0pen nammnouky?" — mojenb: "IaucoH, HO ¢ oMoIisio Xambpu [[sBu B
1802" (cmermrana narrepHsi)[4].

B Mind 4 rajuronyHaiy nposBisIIOTCS. OY€Hb CUIIBHO SIPKO M3-3a CKPOMHOTO
Jatacera — MOJieNIb MHOTAa "MOoaymbIBaeT" Mo OOphIBKAM, KaK IIKOJBHUK Ha
KOHTpOJIbHON 0e3 yueOHuka. Ilpumep: Bompoc "Kto ocnoBan Morunés?"
paBUJIBHBIN OTBET: KHs3b Poctucnas (1267 rox). Ho ecnu B maHHBIX 1ITyM (CMeECh C
npyrumu ropoaamu), Mind 4 moxet Boeinath "I1éTp I B 1700-x" — BpoJie KOHKPETHO,
HO (peiK, MOTOMyY YTO maTTepH "TOpoja + OCHOBATENb = Iaph'" CHIIbHEE B UHTEPHETE.
Tect Truthful QA na Mind 4 nokazan ~30% npaBauBoctu! Y GPT-2 6110 TpuMepHO
20-30%, duro sABISICTCS HE3HAYUTEIBHO BBIINIE IO METPUKE MPABAUBOCTH, HO
yKacarollle MEHbIIE B IPYTUX aCIEKTaXx.

2.8 Kpurepuu oueHKH

Kak MbI y3HaIH, COBpeMEHHbBIE A3bIKOBBIE MO1eNH (COKp. LLM) — 310 cioxHbIe
CUCTEMBbI UCKYCCTBEHHOI'O MHTEJIEKTa, IPeIHa3HAaYeHHbIE 1JIs1 rI1yO0Koi 00padoTKu
U redepauuu uH@opmanuu. OHU pabOTalOT HE TOJIBKO C TEKCTOM, HO M C KOJOM,
M300pKEHUSIMH, ayIU0 U APYTUMHU MOAAIbHOCTAMH. UTOOBI OLIEHUTh BO3MOKHOCTHU
TaKOW MOJIENIY, UCTOJIb3YETCs KOMIUIEKC XapaKTEePUCTUK U METPHUK, KOTOPhIE MOYKHO
pa3ienuTh Ha JiBa YPOBHS:

1. OyHKIMOHAIbHBIE BO3MOKHOCTH (CBOMCTBA MOJIENIN): YTO MOJIENIb YMEET
nenatb? DTH KayecTBa MOJIb30BATENb MOXKET Ha0II0JaTh HETTOCPEICTBEHHO B TMAJIOTE.
2. Ouenounsie meTpuku (M3mepenne 3pPeKTUBHOCTH): KaK U3MEPUTH 3TU

YMGHI/ISI? ]_—[J'I}I 9TOro HMCHOJB3YIOTCA CTAHAAPTHU3UPOBAHHBIC TCCTbI M OAaTACCTHI,
KOTOPbIC OLCHUBAIOT IIPOU3BOAUTCIbHOCTE MOACIIM B KOHKPCTHBIX 3aJa4aXx, TAKUX KaK

11



JIOTHKa, MaTEMAaTHKa U POrpaMMHUPOBAHUE.

UtoObl OOBEKTHUBHO TOHSATH, HACKOJBKO MOJCIbh yMHA, €€ TPOBEPSIOT C
MOMOILBIO CHEIUAIBHBIX TECTOB U METPHK.

Onwun u3 rmaBasix — MMLU (Massive Multitask Language Understanding). Ox
OLICHMBAET 3HAHMSI MOJIEIH B JECATKaxX oOjacTed — OT UCTOpHH U (uiocoduu 10
MEIUUMHBI M NpPOrpaMMHpOBaHusA. YeMm BbIlIE PE3ysibTaT, TEM OOJIbLIE MOJAECIb
"mormmaet mup'[12].

o Hpyroit Baxubli TectT — GSMS8K, KOTOpbBI NpoBEpsSeT yMEHHE
paccyk1aTb B MaTEMaTHYECKHUX 3a7adax. JDTO HE MPOCTO MPOBEpKa CUETA, a OLIEHKA
TOT0, KaK MOJIEJIb JIOTMYECKH pa30MBAET 3a7a4y Ha IIArk U OOBbSACHAET CBOU JICHCTBHUSL.

o J1J1s OIIEHKU HaBBIKOB IIpOrpaMMupoBanus ucnoisizyercss HumanEval —
TECT, I/Ie MOJEIM JNA0T 3aJaHue HanucaTh QyHkiuio Ha Python mo onmcanuro. 3o
IIPOBEPKA HA pealIbHOE MIOHUMAaHUE KOJA U JIOTUKHU ITPOTrPaMM.

o Ectb u 6onee TBopueckue mposepku. Hanpumep, BIG-Bench onenuBaer
TMOKOCTh MBIIIJIEHUSI U KPEAaTUBHOCTh: MOJIENb JOJDKHA IOHUMATh IOMOP, a0Cyp/IHbIE
CUTYALIMH, IPUAYMBIBATh OOBSICHEHUS WIIH JJAXKE PacCy AaTh O MOPAJIH.

o Tectr HellaSwag mnpoBepsier "3mpaBblii cMbICH" — CIIOCOOHOCTH
MPOJIOIKUTh UCTOPHIO JIOTUYHO W TpaBaonogoOHo. Hampumep: "UenoBek knaact
10JJ0KO Ha CToJ. 3areM OH..." — W MOJAeNb JOJDKHA BBIOpaTh E€CTECTBEHHOE

poJI0JDKEHNE Bpojie "OepEéT KHUTY M HayMHAET 4uTaTh', a He adcypnHoe "s0JI0KO
ChENaeT CToN'".

o A wmerpuka TruthfulQA wusmepsier mpaBaumBocTh. OHa MOKa3bIBAET,
HACKOJIBKO MOJIEITh CKJIOHHA TIPUTyMBIBATh (DaKThI JIA TTIOBTOPSATH MU(BI, U YMEET JIA
OTJINYATh MPOBEPEHHYIO HH(OPMAIUIO OT BHIMBICTIA.

Mind 4 noka3ssiBaeT pe3ysbTaThl HbKe HEe TO 4T0 ypoBHs GPT-3, naxke Hivke
GPT-2 (ITpunoxenue B): HUKaKoe MOHUMaHHE SA3bIKA, OTBPATUTEIbHAS MaTeMaTHKa
OTCYTCTBYIOIIAsl MYJIbTUMOJIAJIbHOCTbD.

2.9 CucreMHble HHCTPYKUIMHI

Cucremsblii mpomnT (system prompt) npeacTaBisieT coOOd creuuaibHyro
WHCTPYKIMIO, KOTOpas 3alaé€rcd MOJENHM HCKYCCTBEHHOTO WHTEIUIEKTa Ha 3Tare
WHULMATU3ALUN Aaiora. B oTirure oT noiab30BaTeNbCKUX COOOIIEHUMA, STOT TPOMIIT
HEBUIUM JUJIsl KOHEYHOTO IOJIb30BATENsl M OMpeNesieT OOy CTpaTerui0 paboThl
Moaenu. MIMeHHO OH 3ala€T CTUIb, TOHAIBHOCTh U PAMKH TOBEJCHHUS CUCTEMBI,
bopmupyst e€ «JTMIHOCTDY» U 3aKPEeTUIsis MPaBUiia B3aNMOICHCTBHSI.

[To cyTH, CUCTEMHBIN TTPOMIIT — 5TO 0A30BBIN ClleHAPHUI, HA KOTOPBIA MOJIETh
omupaeTcs Mpu 00pabOTKe BCEX MOCIEAYIOMUX 3ampocoB. C ero moMombo MOXKHO
yOpaBJsITh TeM, kak uMeHHo U dopmynupyer oTBeThl: OyaeT Ju OH OTBEYATh
dbopMallbHO WM JIPYKENI00OHO, HWCIOJB30BaTh JIM TEXHUYECKYIO JIEKCUKY WA
yOpOUIEHHBIE OOBSICHEHUS, JaBaTh JIM Pa3BEPHYThIE PACCYKICHUSI WIH MPEAETbHO
KpaTkue perumkd. Kpome TOoro, CHUCTEMHBIH NPOMNT MO3BOJSET OrpaHUYMBATh
MOJIeNib, TPENOTBpalllasi HEXKeJIaTeJbHOEe MOBEACHUE, U aJanTHUpOBaTh €€ Toj
KOHKPETHBIE 3a7]a4i: OT 00pa30BaTENbHBIX MPUIIOKEHUN O TEXHUYECKOU MOAAEPKKU
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HJIN KPCATHUBHBIX I'CHEPATOPOB TCKCTA.
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3AK/IIOYEHUE

Hacrosias uccnenoBarenbsckas paboTa Obljia MOCBAIICHA U3YYCHHUIO PEaTbHbBIX
0appepoB, CTOAIIMX HA MYTHU «JIEMOKpATHU3alMU» OONBIINX S3BIKOBBIX MOENEH
(LLM). Llenbto ObUIO HE TPOCTO CO3/IaHUE MPOTOTUIIA, HO ¥ BepU(PUKALIUS TUTIOTE3bI
O BO3MOXHOCTH CaMOCTOSITEJIbHOM pa3padOTKHM KOHKYPEHTHOM MOJENN B YCIOBHSX
OTrpaHUYECHHBIX PECYPCOB.

B xoxme mpoekrta Oblia COPOEKTHUPOBAHA U PEAIM30BaHA IKCIEPUMEHTAIbHAsS
Mozienb Mind 4 ¢ UCIOJIb30BaHUEM MIEPENOBBIX APXUTEKTYPHBIX PEILICHUH, TAKUX Kak
Mixture-of-Experts (MoE) u Grouped-Query Attention (GQA), yTo camo mo cebe
CTaJIO IEMOHCTpAIeN rIyOOKON TEXHUUECKOU IKCIIEPTU3BI.

['unoreza  moxaTBEpXKJIEHAa  YacTU4YHO, T.K.  pa3paboTarb  CHCTEMY
UCKYCCTBEHHOI'O HHTEJUIEKTa, OJIM3KOM K CHCTEMaM MHPOBOIO YpPOBHS, CHJIAMHU
OJTHOTO Y€JIOBEKa BO3MOXKHO, HO MoJiesib Mind 4 nokasaina pe3yJbTaThl XYK€ YPOBHS
GPT-2 u monssi yxkac Ha Tecte Truthful QA (mpaBauBocTs ~30%), moaATBEpKAas, YTO
MO/IeJIb HECET YyIlb 0€3 JabHeHIel JopadOTKu.

HokazarensctBo Oapbepos: IIpoBan Mind 4 mno3Bomwin BepupuuupoBaTh U
TOYHO ONPENEIUTh TPU OCHOBHBIX Oapbepa, KOTOPBIE NEJAl0T CaMOCTOSTENbHYIO
pa3pabotky LLM npaktudyecku HeBO3MOKHOi B 2025 rony:

o KauectBo 1 00b€éM naHHBIX: OrpaHUYEeHHBIA U 3aMyCOPEHHBIN JaTacer
npuBENl K OBICTPOMY MEpPEOOYUYEHHIO MOJENM, YTO MOATBEPXKICHO TIpadukaMu
oOyueHus.

o OtcyrcrBue RLHF: HeBo3moxknocts npoBectu Reinforcement Learning
from Human Feedback (oOyuenue ¢ moakperjieHueM Ha OCHOBE OOpaTHOM CBSI3U OT
YeJIOBEeKa) cTajla NPUYMHOM TrajulIONUHALWN, HENpPaBAMBOCTHU W HECHOCOOHOCTH
MOJIEJIU CJIE€I0BATH CJIOKHBIM UHCTPYKIIUSM.

o ACTpOHOMHMYECKHUE BBIYUCICHUA: I OOyuYeHUS MOJENH, CIIOCOOHOMN
KOHKYpUPOBATh C JHJIEpaMH, TPEOYIOTCS BBIYUCIUTEIbHBIE PECYPChl U (PUHAHCOBBIE
BJIO’KEHUS!, HEIOCTYIIHbIE AJI1 YACTHOTO pa3padoTyHKa.

Takum o0pa3om, paboTa yCHEUNIHO AOCTHIJAa CBOEH IeNd, J0Ka3aB, 4TO
JTOMUHUPOBAHUE KPYMHBIX Kopropanuid B obmactu LLM oO0yciioBieHO HE TOJBKO
3aKpBITBIMU ~ aJTOPUTMaMH, HO U (yHAAMEHTaJIbHBIMH SKOHOMHYECKUMHU U
PECYPCHBIMHU OTPAHUYECHUSIMH.

[Ipoekt Mind 4, He cTaB KOHKYPEHTHBIM MPOAYKTOM, CTal LEHHBIM
UCCJIEIOBAHUEM, TMOAPOOHO JOKYMEHTHPYIOIIMM apXUTEKTYpy M MEXaHU3MbI
copemeHHbix LLM, Bkmoyas wmexanusmbl ROPE, Multi-Head Attention wu
ontumm3anmto yepes Triton[2].

KitoueBbIM OTKPBITHEM JaHHOW pabOTHI SIBISIETCS MOATBEPXKICHUE TOTO, YTO
CEKPETHBI MHIPEAUEHT COBPEMEHHBIX LLM — 3TO HE CI0KHOCTb apXUTEKTYpHI, a
TPWUIMOHBI TOKEHOB  BBICOKOKAUYECTBEHHBIX, OT(QWIBTPOBAHHBIX JIAHHBIX H
HEJAOCTIDKUMas Juid  uHAuBMAyyMma wuHOpactpyktypa RLHF (0oOydenuss ¢
MOJIKPEIUICHHEM Ha OCHOBE OOPATHOM CBSI3U OT YEJIOBEKA).

PaboTa HarnsgHO memoHcTpupyeT: aemokparuszarus MU B 2025 rogy o3nauvaet
HE BO3MOXHOCTb co3/1ath cBoM GPT c Hyss, a Wb BO3MOXHOCTh MCIOJIB30BATh U
n000y4aTh OTKpBIThIE MOAETH. bapbep cMecTuiIcs OT TeopeTndeckoil HHHOPMATUKU
(MOHMMAaHHMS AITOPUTMOB) K TPOMBIIUIEHHON UHKEHEPHH.
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I[TPUJIOKEHUE A
Kona npoekra

[TonHbIl KOJ MPOEKTa, a TaKKe Beca OOYYEHHOW MOJEIU U MHCTPYKIUU IO

3aImyCKy JOCTYITHBI B PEMO3UTOPHH GitHub:
https://github.com/ReNothingg/Mind-4-demo-code

Cucremnble uHCTpyKiuMu (System Prompt), ompenensitoiue mnoBeaecHUE

MOJCIN, AOCTYIIHBI I10 aJpcecy:
https://renothingg.github.io/research/mind4/system/
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[MPUJIOXXEHUE b

CpaBHeHHe pa3IMYHbIX MOJIeJIeil HCKYCCTBEHHOro mHTe/iekTa ¢ Mind4

PCSYJIbTaTbI MOJ€EJIN 110 CPAaBHEHHNH

B MMLU ®GSM8K ® HumanEval HumanEval2
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80
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40
20
. i
GPT-40 Claude 3.5 GPT-5 Claude 4.5 DeepSeek R1 Mind 4 GPT-2
VlH)KeHepHaﬂ KOMMNETEeHTHOCTb
120,0%
100,0%
80,0%
60,0%
40,0%
20,0%
0,0% _— ——
GPT-5 Claude 4.5 DeepSeek R1 Claude 3.5 GPT-40 Mind 4 GPT-2
H MBPP (pass@1), % m APPS (% pass / cnoxHble 3aga4n), % HumanEval, %
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Oob111ass KOTHUTUBHAS TOYHOCThb

B Multilingual-MMLU, % B XCOPA,%  ®m WMT-22 (BLEU, npn6n.)

100,0%

90,0%
80,0%
70,0%
60,0%
50,0%
40,0%
30,0%
20,0%
10,0%

0,0%

GPT-5 Claude 4.5 DeepSeek R1 Claude 3.5 GPT-40 Mind 4 GPT-2
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[MPUJIOXKEHUE B
TokeHsl

IlepBblil miar — 3TO HE YTEHHE TEKCTa, a ero 'pasaeineHue" Ha 0a30BbIE
eIMHUIIBI, Ha3bIBaeMble TokeHamu. Mind 4 ucmone3yer meron Byte-Pair Encoding
(BPE), xoTopblit paboTaeT Kak yMHBIN apXuBatop (ailioB: OH CKAaHUPYET OTPOMHBIN
KOPITyC TEKCTOB, HAXOJIUT CaMble YacThIe Mapbl CAMBOJIOB WJIU OB (Hampumep, "th" B
aHTJIMKACKOM WM "He" B pyCCKOM) M CIMBAaeT UX B OJIMH TOKeH. Penkue cimoBa (Tuma
"kBaHTOBAas'") pa3dbUBaIOTCA Ha MoAYacTH (WM Kupnuyuku): "kBan", "to", "Bag". 910
MO3BOJISIET MOJIENH paboTaTh ¢ (PUKCUPOBAHHBIM CIIOBapeM, n3beras OECKOHEYHOTro
pa3HooOpas3us s3bika. Marematuuecku: Tekcer: “Hello world!” npesparaercs B
MOCIIEI0BATEIHHOCTh UHACKCOB X = (Xq,Xjy,...,Xp), TAC N — IHHA (CKaXeM, 6
TOKEHOB), a KaXIbli X; — menoe uucio or 1 go V (V — pasmep cioBaps).
CrnenuansHbie TOKeHbI n00aBisitoTcs: [BOS] nna mavana, [EOS] nns xonua, [PAD]
JUIs BbIpaBHUBaHUS Oarueil. dopmyna mpocras: TOKEHU3ATOp — 3TO (QYHKIUS

tokenize(s) = [Xq, ..., Xy ], TA€ S — CTpoOKa.
Ota @ynkuus BPE Beruncisier yactoTel map 0aliTOB B KOPITyce, CAKUMAs CIIOBAPh
10 V=201088 TokeHOB, 4TOOBI MO/IC)IbL 00padaThiBaia TEKCT KaK MOCIEI0BATEIbHOCTD
UHJEKCOB (AKOoHOMHUS ~75% Ha BbluucieHus). B Mind 4 npumeHeHue: Ha naracere
~650M TOKEHOB TOKEHU3ALIMsI COKpaThiia BXoA 10 3—4 TokeHOB Ha (ppa3y Bpoze "Hello

world!" (tect nHa Colab: Bpems npenodpadotku — 2 muH Ha 2.42 GB), HOo s
pycckoro ("IIpuBet mup!") — 12 TOKEHOB, YTO BBIIBUJIO Oapbep MYIbTHUSA3BIYHOCTH
(perplexity +20%).

[IpenmMyliecTBa TakKOro MeTOAa 3aKIIOYAcTCS B COKpAIEHUH CHUMBOJIOB. K
npumepy ¢pasza: “Hello world!” Copepxur 12 cHMBOJIOB, B TO BpeMs Kak

TOKEHE3aTop Mocie pa3OuBKU (- world!) monydaer Bcero 3 Tokena! A cama
HelpoceTh BUIUT ero kak: [15496, 995, 0]. HeiipoceTh BUAMT HE OYKBBI, @ 5TH HOMEPA
— Kak KoJibl TOBapoB B Marasune. CrienuaabHble TOKeHBI 100aBIsioT "paMky": [BOS]
— "navano uctopun", [EOS] — "konen", [PAD] — "mycThimka" s poBHOCTH.
Ba)xHO OTMETHUTB: 17151 aHTTIMICKOTO TEKCTa TOKeHe3aTop padoraet ydiie. K npumepy

dpaza: “IIpuBer mup!” Oyner pa3dbura Ha 12 TOKEHOB (.Qp BIT I/II!) u
HelpoceTh yBUINT uX Kak: [140, 253, 21169, 18849, 38857, 16843, 20375, 12466, 120,
18849, 21169, 0]. K cuactsio B coBpemeHHbIX MW Mojensax 3ta nmpobiiema pemieHa. B
tokeHnezatope GPT-40 ta xe dpaza “IlpuBer mup!” npu 11 cumBosIax OyaeT uMeTh
4 TokeHa. [lonme3Hoe mMpaBWIO 3aKIIOYAETCS B TOM, YTO OJUH TOKEH OOBIYHO
COOTBETCTBYeT ~4 CHMBOJIaM TEKCTa I OOBIYHOTO AHTJIMKUCKOTO TEKCTa. JTO
NIEPEeBOIUTCS MPUMEPHO Ha 3/4 cioBa (TakuM obpazom, 100 TokeHoB ~= 75 cnos) [1].
Amnanorus: IlpeacraBeTe TEKCT Kak JUIMHHBIA 3a00p u3 1OCOK (OYKB).
Toxenuzanus — pa3dbopka Ha TOTOBBIC MaHeNH: YacTbie (pasbl ("'Kak gena') — ogHa
OompInas maHe b, PEIKHE CIoBa — Menkue Kycouku. [louemy »To BaxkHo? bes
TOKEHU3AIMU MO/IEIb YTOHYJIa Obl B BapHalUsIX (aHTVIMHCKUN UMEET MUJIITMOHBI CJIOB),
a C HEM — DKOHOMHUT BBIUMCICHHS U (PokycupyeTrcs Ha martepHax. [IpoOnema:
CyOBOpJIHbIE TOKEHBI (YacTH CJIOB) HMHOTAA IyTalOT MOJCNb, KaK €ClId Obl BBI
pazoupasii penent Ha UHTPEIUEHTHI, HO 3a0bUTH, 4TO "coJib" — 310 He "co" + "np".
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https://platform.openai.com/tokenizer

[MPUJIOXEHUE I
Transformer
Transformer — mapasuienbHass apXUTEKTypa: Bce TOKEHBI 00pabaThIBAlOTCS
OJIHOBPEMEHHO, 0e3 BCcTpoeHHOro "BpemeHu" (B oTiamuue ot RNN, koTopble yuTaroT
nocneaoBareabHo). UToObl MoJenb pasiuyaia "My>XKYMHA JIOOUT JKEHIIMHY' OT
"JKCHIIWHA JIIOOUT MYKUuHY", m00aBisieM IO3UIMOHHBIE AMOemmuuarn (PE) —
BEKTOPBHI, 3aBucsIue ot no3uruu t (1, 2, ...).
Crangapt — CHHyCOHIaIbHbIE:

t t
2i |’ PEt,2i+1 = COS 2i |’

100004 100004
g 1= 0 ngo d/2 - 1. (V nac npoucxooum npumenenue cunycoé u KOCUHYCco8
PA3HOU 4acmomawl (8 3a8UCUMOCMU OM ) CO30aem YHUKAIbHBIU 8eKMOP Ol KANCOOL
nozuyuu t. Basicnee ceco mo, umo omHOCUMENbHOE NOJONHCEHUE MEHCOY NOSUYUIMU
MOIICHO 8bIPA3UMb TUHEUHOU KOMOUHAyuUel, 4mo nomoaaem mMooeiu NoHams NOPs0OK
c108.) DTO TEHEpPUpPYET YHHUKAJIbHBIC '"BOJHBI": HU3KOYACTOTHBIC I JaJbHUX

PE,,; = sin

. 0
MO3UIINHI, BBICOKOYACTOTHBIE 1J1 OJin3KuX. TOT: hg ) = e; + PE; (Omo noka3zvieaem,

KaK Umozosblil 6X0OHOU 8eKmMOop hgo) 0J151 MOKeHa Ha NOo3uyuu t co30aemcs nymem
NPOCMO20 CNONCEHUS €20 CMBLCI08020 6eKmopa et u no3uyuonno2o éekmopa PE,. Tax
MOoOelb nonyyaem uH@opmayuro u 0 mom, 4mo 3mo 3a Cl1080, U O MOM, 20€ OHO
cmoum.)

CoBpemennee — RoPE: no3unus "Bpaiaer” BeKTOp B mapax U3MEpEHHUII:

q2j \ _ (€0SOp; —sinb;j\ / qaz;

(CIZj+1) o (sin 0,; cosB;; ) (CI2j+1)’

rae 6,; =t*10000"%/? (npumensercs x Q un K B attention). Dto
OTHOCUTEJIBHO: PACCTOSTHUE MEXAYy MO3ULUSMHU Ba)XKHO, a HE aOCOJIIOTHOE MECTO.
(Mamemamuuecku smo mampuya nogopoma, NpuMeHsemMas K napam usmepeHuil
eexmopa. IIpumenenue RoPE «epawaemy» eexkmopvr Q u K 6 3aeucumocmu om ux
abCconOMHOU NO3UYUU t, HO MEXAHU3M BHUMAHUS (CKATAPHOE NPoUu3eeoeHue) 6 umoze
3aucum moibKo Om OMHOCUMENbHO20 PACCIMOAHUS MeNHCOY MOKEHAMU, Ymo Oenaem
MoO0enb 2UOKOLL K ONuHe mexkcma.)

Amnanorus: bes PE — kak penenit 6e3 HoMepoB: "cMmerail sifiia, Myky, caxap”
—uto kyga? C PE — HyMepoBaHHBIN CIMCOK: MOJENb "3HAET" MOCIIEeI0BATEIIbHOCTb,
KaK 4acel ¢ 1mupeponarom (cuHycouasl — Kak ctpenku). RoPE — kak kommac B
IPYIIIE: MOBOPOT MOKAa3bIBAET OTHOCUTEIBHOE MoJiokeHue ('siflia nepen Mykoil Ha 2
mara'). 9To KpUTUYIHO TSI TTMHHBIX TEKCTOB: 0€3 MOpsAIKa MOJENb TEPSET JIOTHKY,
KaK 3a0bIBYMBBIN pacCKa34yHK.

[TpoaeMOHCTpHpYEeM YIPOIICHHBIH pacdeT it 3 TokeHOB: «Mind», «4»,
«demo». MpbI paccuWiTaeM BEKTOp JJIsi BTOPOTO TOKEeHA («4»), KOTOPBIHA, H3-3a
Kay3aJIbHOM MACKH, MOXKET «CMOTPETh» TOJbKO Ha ceOs (TOkeH 2) W Ha TOokeH |
(«Mind»), HO He Ha TokeH 3 («demoy).

J1J1st MpOCTOTHI MyCTh pa3MepHOCTh dy = 1.

ar 1: IHomywaem Bektopbl Q, K, V. ([lomyctum, mocie yMHOXKEHHUs Ha
matpulbl Wg, wg, Wy MBI IOJTy9nIii Takue 1-MepHbIe BEKTOPBI):
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) Token 1 («Mindy»): K; = [2],V; = [5]
o Toxken 2 («4»): Q, = [3],K [ 1, V, = [8]
o Token 3 («demo»): Q; = [4 ] V3 =[7]
(Ham myxen Toasko Q,, 1 Bce K 1 V, KOTOpbIE OH MOKET BHIETH).
[Ilar 2: Beruucnsgem «oreHKn» (Scores = Q - K).
Score(2,1) = Q, *K; =[3]*[2] =6
Q2 * Ky =[3] *[1] = 3.

Scores
[IIar 3: MacmrabupoBanue (

T

). d, = 1,v/1 = 1.01enku He MeHsIOTCS: [6,
3].

Hlar 4: [IpumeHseM Kay3aJbHYIO0 MacKy. TOKeH 2 HE MOXET BHAETh TOKEH 3.
MBI TaKkKe TOJKHBI YU4eCTh OIICHKHU JUTsl BCEX MO3UIMi 110 t=2 (T.e. 1 u 2).

Onenku = [Score(2,1), Score(2,2), Score(2,3)] Macka = [0, 0, -co] (ITo3uruu 1 u
2 pa3penieHsl, 3 — 3anpenieHa)

Score(2,3) = Q2 - K3 =[3] * [4] = 12 (OT0T pacueT Bce paBHO JieJaeTcs, HO
OyzeT 0OHYJICH MacKOM)

Hror go Softmax = [6+0, 3+0, 12-00] =[6, 3, -o0]
eZi

[ar 5: ITpumensem Softmax. Softmax(z;) = o5
J

o exp(6) ~403.4

o exp(3) = 20.1

o exp(-o0) =0

o CymmMma: 403.4 +20.1 + 0=423.5
Beca (Weights):

. W1 =403.4/423.5~=0.95

. W2 =20.1/423.5=0.05

. W3=0/4235=0
BoeiBoa: Moaenp pemmiia, 4To TOKeH «4» Ha 95% 3aBucuT ot TokeHa «Mind» u

Ha 5% oT caMoro ceosl.
[Iar 6: B3pemennas cymma V (Boixon).
Output, = (Wy * V) + (W, * V) + (W; * V3).
Output, = (0,95 = [5]) + (0,05 = [8]) + (0 = [7])
Output, = [4,75] + [0,4] + [0] = [5,15]

Pesynbrar: UTOroBblil BEKTOP 7151 TOKEHA «4» MOCIIe MEXaHW3Ma BHUMAHUS —

[5.15].
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[MTPUJIOXEHUME [
Haracer

o KagectBo naracera: Mcmosnp3oBaHue HEPUIBTPOBAaHHBIX JaHHBIX U3
OTKPBITBIX HMCTOYHUKOB MPUBOAUT K 0O0ydeHuto Ha mycope (90% wuHTEepHETa). ITO
BJI€YET 3a CcO0O0I MpOOJIEeMBbl C TOYHOCTHIO, TOKCUYHOCTHIO M COTJIACOBAHHOCTBHIO
OTBETOB MOJIEIIH.

o IOpunnueckue pucku: OtcyTcTBHEe (UIbTpalMd Ha KONMpANT H
NEPCOHATIbHBIE JAHHBIE CO3/1a€T HENPEOJOJIMMBIE IOpPUIUYECKUE Oapbepbl UL
nyOJIMYHOIO peu3a.

o Crnoxuocth TokeHmH3armu: Cosznanue 3(h(eKTUBHOTO TOKEHU3aTOpa — 3TO
OTJENbHAs Hay4YHas U KpallHe CII0KHAs 33/1a4a 10 KOTOPOl MOYHO MUCATh OTIEIbHYIO
paboTy. 3aBUCHMOCTb OT TOTOBBIX pemieHuid (Hampumep, GPT-2) orpanuumBaer
TMOKOCTbh ¥ ONITUMHU3ALKIO MOJAEIN 110l KOHKPETHBIE HYK/IbI.

o OTcyTcTBHE ONTUMANbHBIX KOH(urypauuit: OnpeneneHue HIACaTbHOTO
KOJIMYeCcTBa CJIOEB, learning rate W JApPYrux THIEpIapamMeTpoB 0€3 BO3MOMKHOCTH
MacIITaOHbIX 3KCIIEPUMEHTOB. [IpuxoauTcss onupaThCsi HA YCPEAHEHHBIE JIaHHBIC W3
cTareil, YTo He TapaHTUPYET pe3yJIbTaT AJii KOHKPETHOTO JaTaceTa U 3a1a4yH.

e OrpannueHHocth pecypcoB mia R&D: HeB03MOXHOCTH MNpPOBOJUTH
JOPOTOCTOSLIUE SKCIIEPUMEHTHI 110 MOAOOPY APXUTEKTYPhI U3-3a KOJIOCCAIbHBIX 3aTPaT
BPEMEHH U BHIYMCIUTENIEHON MOUTHOCTH.

o AcTpoHOMHUYECKHE  BBIYMCIUTENbHBbIE  3arparbl: [lnga  oOyueHus
KOHKYPEHTOCHIOCOOHBIX ~Mojeneit Tpedyrorcss Toicsun  GPU/TPU B TeueHue
JUINTEJILHOTO BPEMEHH, YTO H3MEpSAETCS B MecsAlax pabOThl OAHOTO YCKOPHUTENS U
MWJUIMOHAX J0JUIAPOB HA 3JIEKTPOIHEPTHUIO.

o HecrtabunpHocTh 00yueHusi: Mogens mnoaBep:keHa «B3pbiBam» (loss
explosion), mepeoOy4yeHHIO (3allOMUHAHUIO JAHHBIX BMECTO OOYYEHHs) U JPYIHM
c00sIM, TPEOYIOIIMM OCTOSSTHHOTO MOHUTOPHUHTA.

o Heo6xoauMoCTh CIOKHOTO MOHHUTOpUHIa: TpedyeTrcs OTClIexXUBaTh
TBICAYM METPUK B pealbHOM BPEMEHH, Ul YEro Hy)KHa pa3BuUTas MH(pacTpyKTypa,
KOTOPYIO CJIO’KHO CO3/1aTh B OJJMHOUKY.

o TOKCMYHOCTH M BpPEJOHOCHBIM KOHTEHT: be3 mocT-o0yueHuss Mojemnb
TEHEPUPYET OIMACHBIN, HEATUYHBINA U HETOYHBIN KOHTEHT, BKJIKOYask BPEAOHOCHBIN KOJ.
o He cnenoBanue mHcTpyKuusiM: MoJienb HE yMEET aIcKBATHO OTBEYaTh Ha

BOITPOCHI, TOBTOPSIETCS U HECET UYIIIh.

o Heoo6xoaumocts RLHF (Reinforcement Learning from Human Feedback):
JIst uctipaBiieHUs ATUX HEOCTATKOB TPEOYETCs MPUBJICUECHUE THICSY aHHOTATOPOB ISt
pa3MeTKHM JaHHBIX, CO37aHue reward-MofeNu U JIOPOroCTosimee T000yueHue C
MOJIKPETIJICHHEM, YTO HEIOCTIKUMO 0€3 MUJUTMOHOB JTOJIJIAPOB MHBECTHUITHIA.

o OtcytctBue  production-undpactpykrypel: Tpebyercs pa3paboTka
HAJICKHBIX CHCTEM YEKIIOMHTOB, MOHMTOPHHIA, BOCCTAaHOBJICHHS IOCJIE€ COOEB U
JTaHHBIX MaNUIJIalHOB.

° HexBaTka denoBeUeCKHX pecypcoB: YCIEUIHBIM TPOEKT TpeOyeTr He
TOJIBKO HHXKEHEPOB U UCCIIEIOBATEIIEH, HO TAKKE FOPUCTOB, MEHEI)KEPOB U OTPOMHOTO
KOJIMYECTBA AaHHOTATOPOB JIaHHBIX. [|JIsi OMMHOYHOTO pa3padoTUrKa 3TO HEBBITIOTHUMAS
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3a/1a4a.

o Haracer Common Crawl Obl1 BBIOpaH HaMEPEHHO, HecMOmpsi Ha HU3KOE
KayecTBO. Ero mnpemMymiecTtBO — OrpOMHBII 00BEM WU JIOCTYIHOCTH O€3
HEOOXOJUMOCTH CIIOKHBIX MPOLEAYP OYHCTKH, KOTOphlE camMH MO cede TpeOyroT
OTPOMHBIX PECYPCOB.

COBOKYIMHOCTh 3TUX OTPaHUYEHHH — OT KadyecTBa JAHHBIX U CTOMMOCTH
BBIYHMCIICHUHN 70 MpobOiieM 0e30MacHOCTH M HEXBAaTKH KOMaH/bl — JeNlaeT CO3/aHue
oe3onmacHot W 3¢dexkTuBHON LLM cumamm oaHoro dyenoBeka (Wiau HEOOBIION
KOMaH/Ibl) TPAKTUYECKH HEBO3MOXKHBIM. BBIMyCK ke cwbipoti M HePUIHTPOBAHHOI
MOJIENTN TIPECTaBIsAeT co0Ol HErpUeMIIEMbIi OIPOMHBIN PHCK, TaK KaK OHA MOKET
ObITh 00OyUYeHA 3MOYMBIIIJICHHUKAMHU [T co3aanus BpegoHocHoro 110. Bes monens
obuta o0yuena B Google Colab (Caiit, roe MoxHO mucath, o0y4aTh W 3amycKaTbh
HeiipoceTn TpsAMO B Opays3epe, HHUEro HE ycCTaHaBiuBas Ha KommbioTep). Cpena
BBITIOJTHEHUS ¥ 00y4deHUs Obljla TAKOBA!

o I'paduyeckuii mporeccop: NVIDIA A100 (40GB)

Batch size: 256

Jlmuna kontekcra: 1024

Precision: bfloat16

Ontumuzarop: AdamW (Ir = 3e-4)

[laros oOyuenus: SOK

Pasmep naracera: ~650M tokens (sxBuBanenro 2,42GB)

Pa3mep cnoBaps (vocab size): 201088

KomuuectBo cimoeB (num_hidden layers): 36

Pasmep monenu (hidden_ size): 2880

Makc. Bo3MOXHas iMHAa KoHTekcta (max_context length): 131072

TOKEHa
o Apxutektypa: Mixture-of-Experts (MoE) ¢ 128 "skcnepramu”
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[MPMJIOXXEHUE E
MartemaTu4yeckasi Mojiej b

JI1s Kaxk10ro ToKeHa co3fatot Tpu podu: 3anpoc (Q: "Uro g umry?"), Knrou (K:
"Uro 3naro?"), 3nauenue (V: "Urto ckazats?"). M3 moOpTpeTOB TOKEHOB [ENAIOT
MaTpPHITBI CXOACTBA (N X N, TJIe N — YHUCJIO TOKCHOB): HACKOJIBKO CJIOBO 1 "IpyX)UT" C
J. Macka (causal) — "He cMoTpu BHepén': Ipu TeHEpAIMK CIETYIONUH TOKSH BUIUT
TOJIBKO TIPOIIOE, KaK B Hare Oe3 croiepoB. Softmax mpeBpaimmaer CXoJCTBa B
nporieHThl (cymma = 100%). [lorom — B3BemieHHbIH "koHTekeT" M3 V. U3 Bxona H €

R™4 (N — A7MHA TIOCIEA0BATENBHOCTH):

Q=HW?, K=HWK v=HWY

i d
rne WO WK WYV e R¥™%, d, = —,h = 8 —128 ronos — "mapasrenbHere

royioBel"). (30eco H — osmo wmampuya >mM06e00uHec08 6CeX MOKEHO8 &
nocnedosamenvrocmu. Mol ymHoodcaem ee Ha mpu pasuvie mampuyst ecos (WQ, WK,
WYV), umobsl «cnpoeyuposamsy» UCXOOHblEe 8EKMOPbL 8 MPU pa3Hble «poauy (3anpoc,
Knrou, 3nauenue) ons mexanuzma 6HUMAaHus.)

3arem scaled dot-product attention:
KT

Q
7

OTO U eCTh cepauc MCXaHM3Ma BHHUMAHUA. M5! BBIUHCIIEM OLICHKHN CXOACTBA

+ M|V

Attention(Q,K,V) = Softmax

(QKT), macirabupyem ux (\/d—k), npumeHsieM Macky (+M), mpeBpaiaeM B IPOLEHTHI
(Softmax) u ucnosib3yem 3TU MPOIEHTHI, YTOOBI cMemaTh BEKTOphl 3HaueHuit (V),
ToJy4asi MTOTOBBIA KOHTEKCTHbIM BekTop. QKT — marpuma "cxoxcra" (n X n):
HACKOJIbKO TOKEH 1 MOX0X Ha j. [lenenue Ha \/d_k — yToOBI YKciia He "B30pBaIUCH"
(mucnepcust ~1). M — causal mask (mpuunHHAas Macka), KOTopas HCIOJb3yeTCs B

attention, 9TOOBI TPH BEIYMCICHIHA BHUMAHUS TOKEH | He "cMoTpen Bepén" — To eCTh
HE YUUTBIBAJ OyAylI1e NO3ULKHU (KaXKIbIi CeAyOIINI TOKEH BBIYMCIIAETCS HA OCHOBE
IpeabIIyluX, a He Oyaymmwx) j > it M;; = {_0(;0]'] i ll. WM B MAaTpUUHOUN (opme:
Q0 —oco —oo
M= 0 0 —oco ... ).

0 O 0

Softmax gemaer Beca BeposiTHOCTIMH (cymMma = 1 o ctpoke). [Torom ymHO)Kaem
Ha V — nojy4aeM B3BEIICHHBIA KOHTEKCT. JTa MaTpuia (M) mobaBisieTcs K olleHKam
BauManus (QKT) mepen Softmax. IlpuGaBnenue -0 (MUHYC OECKOHEUHOCTH) K
OyayImuM MO3UIUSIM (BEpXHUHN TPABBIA TPEYTOJBHHUK) MPUBOIUT K TOMY, YTO TIOCIIC
Softmax ux Beca CTaHOBSTCS paBHBI HYJIO. TakuM 00pa3om, MOJEINb MPU TeHEPaIuu
OTBETa «CMOTPUT» TOJBKO Ha MPOILIOE.

Busyanuzaius MaTpU4HOTr0 yMHOXKEHHS B MeXaHu3Me BHUMaHus Transformer:
KT . .
neBast matpuna (Q * ——) x npasas matpuua (V) = pe3yabTUPYIOUNA KOHTEKCTHBIN

N
BekTop [5].
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https://github.com/pytorch/pytorch/raw/main/docs/source/_static/img/tensor_illustration.png
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Pucynok 1.Mmmoctpanus onepanuy CBEPTKU B CBEPTOUHON HEUPOHHOM ceTH
[onoBer (multi-head) — kak HECKONBKO Tap IIa3: oJHA CMOTPHUT HA (aKTHI,
npyras — Ha sMouud. AHanorus: ['pynnoBoii yar. Q — TBoM Bompoc o noroge, K —
cTapble coobmienus, V — otBeTbl. Mogenb dokycupyercs: 70% Ha "conHiie Buepa',
20% na "goxnas". bes MHA — kak paszroBop 6e3 ciyiaHus: Kax bl cam 1o ceoe.
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