OO06nacTHOM KOHKYpC pabOT MCCIIEI0BATEILCKOTO XapakTepa (KoH(epeHIus)

yYaIluXxcsl o y4eOHOMY TIpEeIMETY

«MHDOPMATUKA»

MIND 4

lannaa paboma npedocmasnsaemcs UCKIIOYUMETbHO 015

o3HaKkomenus. Kamezopuuecku 3anpewiaemcs ucnoib306ams 3mom

mamepuai 015 8bl0aYU 3a COOCMEECHHBLIL PE3YIbMam Ui

npeocmasisims €20 8 Kauecmee 8blnoJIHEHHO padomul no

ungopmamuke.

ABTOD:

yyamuics X Kiacca

PykoBoauTens paboThI:
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BBEJIEHUE

W cKyCCTBEHHBIM MHTEIIEKT —— CUCTeMa 00paboTKu HH(popMaIiuu,
BBITIOJIHSIOIIAS] KOTHUTUBHBIE 33/1a4M, paHEE JTOCTYITHBIE TOJBKO YEIOBEKY:
aHaJIN3 JAHHBIX, BBISIBJICHUE 3aKOHOMEPHOCTEN, alanTalus K
M3MEHAIOIIMMCS YCIIOBUSM, T€HEPAlMs HOBBIX pemeHuin. Monenu MU
CTPOSITCS Ha apXUTEKTYpaxX MAIIUHHOTO 00y4deHUs, (POPMUPYIOTUX
BHYTPEHHHUE MPEJICTABICHUS O MUPE HA OCHOBE OOJIBIIIMX MAaCCUBOB
naHHbIX. OHK 00y4arOTCsl Ha TEKCTaxX, M300paKEHUAX, 3BYKax U APYTUX
TUMaX UHPOPMAITUH, BBIACISIOT KIIOUEBbIE B3AUMOCBSI3H U IPEOOPa3yroT
MX B CTPYKTYPHUPOBAHHBIE OTBETHI, IPOTHO3bI WJIK TBOPUYECKHUE

pEe3ybTaThI.

[{ens pa3paboTku — co37jaHUE UHCTPYMEHTA, CIOCOOHOTO T€HEPUPOBATh
OpUTHHAJIbHBIEC HJIEU, CTPOUTH JIOTUYECKUE LIETIOYKU U aIallTUPOBATHCS K
YHUKaJIbHBIM KOHTEKCTaM. DTO JIOCTUTA€TCSI MHOTOYPOBHEBBIMU
HEWUPOHHBIMU CETSIMH C MUJIJIMAPaMU TAPaAMETPOB,
B3aMMOJICUCTBYIOIIMMHU B CIIOKHBIX KOH(pUTypanusax. Moaens hopMupyeT
BEPOSATHOCTHYIO OLIEHKY KaKJIOTO CJIEAYIOLIErO 1Iara, YTo IMO3BOJISET

CTPOUTH CBA3HBLIC 1 OCMBICJICHHBIC OTBCTHI B KOHTCKCTC 3aa4u.

WU npumenHsieTcs B aHaTUTHUKE, aBTOMATU3AINH, HAYYHBIX UCCIICIOBAHUSAX,
TBOPYECKUX HHIYCTpUsiX U pa3zpadboTrke [10. OyHKIIMOHATLHOCTD
OXBaTbhIBaeT 00Pa0OTKY €CTECTBEHHOTO SA3bIKa, TEHEPAIUIO0 H300paKCHU,
TO/IJICP)KKY TIPUHSATHS PEIICHUH U MOJICTUPOBAHKE CIICHAPHCB.

D} heKTHBHOCTH OMPEEIIETCS KaueCTBOM JIAHHBIX, AITOPUTMaAMHU

OIITUMH3AlIWHU U MCXaHU3MaMH KOHTPOJIA.

PeiHok Gpopmupyrot kpynHeinme kommnanun: OpenAl, Google
DeepMind, Anthropic, Meta Al, xAl, Mistral Al u npyrue. Ouun

CO3/1aI0T KaK YHHBepcalibHbIe s3bikoBbIe Mojenn (ChatGPT, Claude,



Gemini, LLaMA, Grok), Tak u crieiuaJn3upoBaHHbIC PEIICHUS IS
MEIUIUHBI, HAyKU WK FeHepaly KouTenTa. KoHKypeHIus uaeT mo
napaMeTpam MacmTabupyeMOCTH, CKOPOCTH, TITyOHHBI pacCy KICHU,

MYJIIBTUMOJAJIbBHOCTHU U ce0eCTONMOCTH.

PazButue HCKYCCTBCHHOI'O MHTCIIJICKTA CCrOAHA ABJIACTCA OAHHUM N3
KIIIOYCBBIX HaHpaBJIeHI/Iﬁ MI/IpOBOﬁ TEXHOJIOTMYECKON OBOJIFOIIHMH. OIIHaKO
OOJBIIMHCTBO COBPCMCHHBIX SA3BIKOBBIX Moneneﬁ CO3JAar0TCA KPYITHBIMU
KopropanuAMHU U OCTAIOTCA 3aKPBITBIMU, YTO OT'PAaHUYINBACT BO3SMOKHOCTD
HUX U3YUCHHUA U aJdallTalliy 1101 06p330BaTeJ'II>HBIC N UCCIICAO0BATCIbCKHUC

OcIu.

Cytp Mind 4 3akiitodaercs B MOMBITKE €ro pa3pad0TKHU B YCIOBUAX
OTrpaHUYEHHBIX PECYPCOB, 0€3 MPUBJICUEHUS KPYITHBIX BBIUACIUTEIbHBIX
KJIACTEPOB M F'OTOBBIX PELIEHUI OT MHYCTPUAIBHBIX TUTaHTOB. ITpoekT
OBbLJT 33JyMaH KaK UCCIEAOBaHUE «AeMOKPATH3ALMU UCKYCCTBEHHOT O
MHTEJJIEKTA» — MIPOBEPKA MMIIOTE3bI O TOM, CIIOCOOEH JIM OTAEIbHBIN
yenoBek B 2025 rony cipoeKTUPOBATh APXUTEKTYPY, OJU3KYIO MO

MpUHIUAIAM pabOThI K CHCTEMaM MUPOBOT'O YPOBHSI.

HoBu3Ha 3akimodaeTcs B AeTaJAbHOM HHKEHEPHOU PEKOHCTPYKIIUH
TpaHcopMep-apXUTEKTYPbI, ATANTUPOBAHHOM I10]] KOMITAKTHOE

OKPYKCHHC U JIOKAJIBHBIC BBIYUCIINTCIIbHBIC BO3MOKHOCTH.

TEOPETUUYECKAA YHACTD
Ilean

[{enbro paboTHI sIBIIETCS pa3pad0OTKa MUHUMAILHO pabOTOCIIOCOOHOM
SI3BIKOBOYM MOJIEIM UCKYCCTBEHHOTO MHTEIJIEKTA B YCIOBHSIX
OTPaHUYEHHBIX BHIYUCIUTENBHBIX U (PMHAHCOBBIX PECYPCOB, O€3

HCIIOJBb30BaHUsA KPYIIHBIX KJIIACTCPOB UJIM I'OTOBLIX ITPOMBIINIJICHHBIX



pCmCHHﬁ. OTO0 MO3BOJIUT IMPpOACMOHCTPUPOBATE BO3ZMOKHOCTD

neMokparuzanuu MU mist pazpaboTyukoB U 00pa30BaTEbHBIX IIENICH.

Kpowme Toro, ucciaenoBanue HanpaBiIeHO Ha rITy0OOKOe MOHMMAaHUE

BHYTPCHHHUX MCXaHNU3MOB pa60TBI HeﬁpOHHLIX CCTGI‘;I, BKJIIO4Yas X

apXUTEKTYPY, MATEMAaTUYECKUE OCHOBHI (TaKHUE KaK MAaTPUYHBIE OTIEpaIvu,

MCXaHHN3Mbl BHUMAHUA U OIITUMU3AIlIUA FpaI[I/ICHTOB), a TaKIKC IMPHUHIUIIBI

q)YHKHI/IOHPIpOBaHI/ISI CUCTCM, IIUPOKO HUCIIOJIb3YCMbBIX B HOBCGI[HGBHOﬁ

YKU3HU MUJUTMOHAMHU MOJIb30BaTeNel. B urore, mpoekT CTpeMuTCst co31aTh

IIPOTOTHUII U BHCCTHU BKJIaJ B JOCTYIIHOCTHU TexHojoruni M1 JJI1

IMIKOJIBHUKOB.

3agaun UCCIEIOBaHUSA

1.

N3yunth TEOpETUUECKUE OCHOBBI COBPEMEHHBIX SI3BIKOBBIX MOJIEJIEH,
BKJIIOYas apxuTekTypy Transformer, mpoiiecchl TOKEHU3AIUHY,

3M6CI[IIHHI’OB N MCXaHN3MOB BHUMAaHU:.

[Ipoananu3upoBath KitOUeBbIe OrpaHnyeHus pazpadotku U B
yCIIOBUSIX JIe(pUIIUTa pecypcoB (KaueCTBO IaHHBIX, BEIYUCIUTEIbHbBIC
3aTpaThl, OPUINYECKUE PUCKU) U MPEIJIOKUTH CTPATETUN UX

MHWHHMMU3AIIUH.

PeanuzoBats npototun moaenu Mind 4 Ha 6aze Google Colab,
alaliTUPOBaB TpaHCPOPMEP-apXUTEKTYPY IS JIOKATbHBIX
BBIUHCJICHUH C UCTIOB30BAaHUEM ONTUMHU3ALNN (KBaHTOBAaHUE,

K31IMpoBanHue, Triton-spa).

[IpoBecTn 00yueHre MOJENIN Ha OTKPBITBIX J1aTACE€TaX U OLEHUTH €€

IMPONU3BOAUTCIIBHOCTD 110 CTAHAAPTHBIM MCTPHUKAM.

BrIsIBUTH p00IeMBbI, TaKHE KaK FaJUTFOIMHAIIMN U HECTaOUILHOCTh
OOy4eHHMs, ¥ TIPEJIOKUTH YT UX PEIIECHUS B paMKax

OTpaHUYEHHOTO OFOKETA.

Pa3paboTtaTh pekoMeHaauu 1o JadbHeHIeMy pa3BUTHIO MOJIETH,



BKJIIOYAsi HHTETpalMIo BeO-MIOUCKA, TeHepallui U300paKeHUH U
MYJIbTUMOJIAJIbHOCTH.
3amaun pemaTcs MocjieoBaTeNbHO: 1—2 — B TEOPETHUUYECKOM YacTu
(apxutextypa Transformer, orpanndenus); 3—4 — B peaau3aiiuu U OIlCHKE
(Mind 4 na Colab, metpuku MMLU/TruthfulQA); 5-6 — B ananm3se mpobiaem
(raJuTIOLIMHAILIMN) Y TIJIaHaX pa3BUTHS (BEO-TOUCK, MYJIbTUMOJAAIBHOCTH). ITO

MO3BOJISIET BEPUPHUIIMPOBATH TUIIOTE3Y O Oaphepax.

OOBEKT UCCIEIOBAHUS

OOBEKTOM HCCIIEOBAHNS BBICTYIIAIOT CUCTEMBI HCKYCCTBEHHOTO
MHTEIJICKTa Ha OCHOBE TIyOOKOTr0 00y4YeHusl, B YaCTHOCTHU, OOIbIITNE
s3pikoBbie Mozienu (Large Language Models, LLM), Takue kak GPT,
Claude u DeepSeek. Dtu cuctembl peACTaBISIFOT CO00 MHOTOYPOBHEBBIC
HEHPOHHBIE CETH, CIIOCOOHBIE K 00pa0OTKE €CTECTBEHHOIO A3bIKA,
reHepaly KOHTEHTA U PEIICHNI0 KOTHUTUBHBIX 33/1a4, U ONPEEIISIOT

COBpPEMEHHbIE TEHAEHIMNH B pazsutuu 1.

IIpeamer uccnenoBaHus

IIpenmeToM ncciiefoBaHus SABIIAETCS IPOLIECC IPOSKTUPOBAHUS U
peanu3anuy KOMIIAKTHOU A3bIKOBOM Moaenu Mind 4 Ha apXUTeKType
Transformer B yclioBusiX orpaHHYeHHBIX pecypcoB. Oco0oe BHUMaHKE
YAEIAETCA NH)KEHEPHOU PEKOHCTPYKIMHU KIIFOUEBBIX KOMIIOHEHTOB
(roxenusarus BPE, nosurnimonnsie koguposku RoPE, multi-head
attention), ONTHUMU3ALMHU JIJI JIOKAJIbHBIX BBIYUCIICHUN U aHAIU3Y €€

paboTOCTIOCOOHOCTH IO CPABHEHUIO C MPOMBIIIICHHBIMU aHAJIOTaMH.

AKTYyaJIbHOCTb UCCJIENOBAHUSA

Pa3BuTue uckyccTBeHHOro nHreuiekTa B 2025 rony sSBaseTcs OAHUM U3
KJIFOUEBBIX HAIIPaBJICHUH MUPOBOM TEXHOJIOTHYECKOU IBOTIOLMHU. CUCTEMBI
MU rny0oKo UHTETPUPYIOTCS B HAYYHBIC UCCIICIOBAHUS, aHATTUTUKY,

pa3pabotky [1O u TBOpUECKHE UHAYCTPUH , BBIIOJIHSS KOTHUTUBHBIC 3aa49H,



paHeC JOCTYIIHLIC TOJIBKO YCJIOBCKY.

Opnako o Mepe pocta BiaussHus MU, ppiHOK (OpMUPYIOT KpyTHEHIIe
kopnopauuu (OpenAl, Google DeepMind, xAl). bonbIMHCTBO CO3/1aBaeMbIX
UMU TEPEOBBIX A3BIKOBBIX MOJIEIICH OCTAIOTCS 3aKPBITHIMU. JTO CO3JAeT
byHIaMeHTaIbHBIN Oapbep A «IeMOKPATU3AIHI TEXHOJIOTUNH —
OTPaHUYMBAET BO3MOXKHOCTh WX M3YUYCHUsI, aJaNTallid U UCTIOJIh30BAHUS B
00pa30BaTENbHBIX U UCCIEI0BATENBCKUX IENIX IKOJIbHUKAMU, CTYACHTAMU U
HE3aBUCUMBIMH pa3pabOTUUKaAMHU.

AKTyalbHOCTb IaHHOM pabOThI 3aKIH0YAETCS B IPOBEPKE TMIIOTE3BI O TOM,
BO3MOJKHA JIM B IPUHIIHIIE pa3paboTKa apXUTEKTYPhl, OJU3KON K CHCTEMaM
MHUPOBOT'O YPOBHsI, cujaMu ogHoro yenoseka B 2025 roay. Mccnenoanue
aHAIIM3UPYET pealbHbIe SKOHOMUYECKHE U TEXHUYECKHE 0apbhephl, TOMOTast
MOHSITh, MOTYT JIU HHIMBUyaJIbHBIE Pa3paO0TUNKA BHOCUTH BKJIA B
passutue MU 6e3 nocryna Kk MUILIHApIHBIM OI0/PKETaM U MPOMBILIUIEHHBIM

BBIYHUCIIMTCIIBHBIM KJIACTCpaM

MeToansl ucciieJoBaHus

B paboTte npuMeHsIUCh CleTyoIue METOIbI:

e Teoperuyeckue: AHAIN3 HAYYHOU JINTEPATYPBI U OTKPBITHIX
UCTOYHUKOB 1o apxurektype MU (padotel no Transformer, ctatbn
no ontumuzauu AdamW u RLHF); mogenupoBanue
MaTeMaTHYECKUX MPOILIECCOB (MaTpUUHbIE Onepaiuu, softmax,

I'PaJUEHTHBIN CITYCK).

o Imnupuueckue: Coop u npenodpadoTKa OTKPHITHIX JATACETOB JJIs
oOyueHus; peanuzanus kojaa Ha Python ¢ ucnons3oBaHueM
oubnuorex PyTorch u Hugging Face Transformers B cpene Google

Colab.

e JkcnepuMeHTaJbHbIe: OOyUYeHHE MOJEIN C MOHUTOPUHIOM



MmeTpuk (loss, perplexity); TectupoBanue Ha 6eHumapkax (MMLU,
HumanEval u ap.) n1s onenku kauecta; A/B-TectupoBanue

TCHEpaluunn OTBCTOB HA MMPCIMCT KOHKPCTHOCTH U F&HHIOHHH&HHﬁ.

e CpaBnureabnsbie: ConocrasieHue pe3ysibratoB Mind 4 ¢
JUJepaMu PhIHKA JJIs1 BBISIBIICHUS] CUJIBHBIX U CJIa0BIX CTOPOH

IIpOTOTHIIA.

e Iloaxoa k ocBoeHHIO: [10JIHOCTBIO CAMOCTOSATEIBHO: MaTeMaTHKA
WU (anredpa, rpaauentsl) — YouTube (3BluelBrown, StatQuest,
Two Minute Papers) u cratbu (Vaswani 2017, Hugging Face docs).
[Tporpammupyto ¢ 3 kinacca (Python/PyTorch, Codecademy,
LeetCode), ML — ¢ 8 kiacca (kypc Ng, BERT/GAN na Kaggle).
s Mind-4: 2 roga onsita, TecThl Ha Colab (loss 10—4 3a 50k
maroB). 80% 3HaHMI — caMOOOyYEHHE, YTO BBIIBHIIO Oapbephl
(uHDOITYM, pecypchl), HO Pa3BHIIO KPUTHIECKOE MBIIIJICHHE; Ty Th

OT BHUACO 0 IMPOTOTHUIIA 3aHAT MCCALBI SKCIICPUMCHTOB.

[IPAKTUYECKAA HACTD

Kak paboTaeT HEHPOCETH

HetipoceTb — 3T0 orpoMHBIN ITU(POBOI MO3T, KOTOPHIN YUUTCS TIOHUMATh U
TE€HEPUPOBATh TEKCT, UMUTUPYS YelI0BeUYeCKUi pasyM. OHa IMOCTpOEHa Ha
apxutekrype Transformer — 310 yeTkasi cucrema U3 MaTEMaTUYECKUX I11aroB, T
Balll BOIIPOC pa30MpaeTcs Ha YaCTH, aHATU3UPYETCsl B KOHTEKCTE U COOMpaeTcs B
KOHKpETHBIN oTBeT. [IpeacTaBpre, uTo 3TO pabpuka: chipbe (Balll TEKCT) MOCTYIMAeT
Ha BXO/I, TPOXOJIUT HECKOJIBKO ATAlOB 00padOTKU (Kak KOHBEWEpHBIC TMHUM), U HA
BbIX0/I€ — T'OTOBBINA MPOAYKT (0TBET). S pa3depy Bc€ Mo maram, ¢ MpOCTbIMU
npuUMepaMu, 4TOObI OBLIIO MOHATHO. MBI IPOKIEM OT 3ampoca 0 FeHEPALK OTBETA,
BKJTFOYAsi, KAaK MOJIEJIb 00y4YaeTcs ¥ oYeMy WHOT/a "TajuTIoIuHupyeT"

(BbIAYMBIBaET). BC€ 3T0 OCHOBaHO HAa MUJLITMAP/E NapaMETPOB — ATO KaK CBSI3U



MEX/1y HEMpOHAMH B MO3I€, — KOTOpbIE HACTPAUBAIOTCS HA OTPOMHBIX 00bEeMax
JaHHBIX.
Kak mozesib reHepupyer oTBeT:
1. BXoJ: TEKCT Moib30BaTeNsi — TOKEHbl — 3MOEAUHTH + MO3ULIKA.
2. Ilporon yepes L cnoés Transformer (B kaxmaoMm — attention + HeOobIIas CETh
00paboTKM).
3. Ha BbIX0z1€ OSTyyaeM JIOTUThI — OLEHKHU AJIs KayKIO0ro TOKEHa cioBaps (Ha
CKOJIBKO BEPOSITHO KaKJIO€ CIIOBO).
4. Ilpumensiem softmax — nosyyaem pacrpeesaeHie BEpOSITHOCTEH.
5. Ilo mpaBuiy BeIOOpKH (argmax, COMIUIUHT, TEMIIEpATypa) BIOUpaem
CJHEQYIOIINI TOKEH.
6. IloBTOpsieMm, MOKa HE CTEHEPUPYEM KOHELL.
[Touemy 310 BaxkHO? be3 Takoil “hadpuku’” KOMIIBIOTEP MOT ObI TOJIBKO XPaHUTh
(baKTbl, KaK SHIMKIONEUA. A HEHPOCETh YUUTCS “‘IyMaTh’: OHA HAXOJUT NaTTEPHbI
(Hanpumep, “AOKIAb~ 4acTo UAET mocie “obiaka’) U co3aeT HOBbIe uaeu. Jlanbiie
MBI pa3depeM, Kak 3To pabOTaeT 1Iar 3a aroM, ¢ IpoCcThIMU NpuMepamMu. Haunem ¢

TOr0, Kak HeMpoceTh "YnTaeT" Ball TEKCT.

TokeHuzanusa

[lepBblii 1ar — 3TO HE YTEHUE TEKCTa, a ero "pazjeneHue" Ha 6a30BbIC SIUHULIBI,
Ha3bIBacMbIe TokeHaMu. Mind 4 ucnonb3yer meto Byte-Pair Encoding (BPE),
KOTOPBIN paboTaeT KaK YMHBIN apXuBaTop (pailyioB: OH CKAHUPYET OIPOMHBIIN KOPITYC
TEKCTOB, HAXOJIUT CaMbl€ YaCThI€ Mapbl CAMBOJIOB UJU CJIOB (Hampumep, "th" B
aHTJIMIICKOM WUiK ""He" B PyCCKOM) U CIMBAET UX B OJUH TOKEH. Penkue crnoBa (Tumna
"kBaHTOBAas'") pa30MBAIOTCS HA MOMYACTH (MJIM KUpNUYUKH): "kBaH", "T0", "Basg". I10
MO3BOJISIET MOJIETU padOTaTh C PUKCUPOBAHHBIM CJIOBAapeM, n30erasi 0ECKOHEUHOIO
pa3zHoo0Opasusl sI3bIKA.

Marematruecku: Tekcr: “Hello world!” npeBpaiaercst B mocienoBaTeIbHOCTb
uHAEKCOB X = (Xq,Xgy, ..., Xy ), TJI€ N — JJTMHA (CKa)XeM, 6 TOKEHOB), a KaXKIbIH X; —
uenoe uncio oT 1 1o V (V — pasmep ciosapsi). CrennaibHble TOKEHBI

nobasmsitotrcs: [BOS] mist navana, [EOS] nns konna, [PAD] mis BeipaBHUBaHUS



Oarueii. DopMyia mpocrasi: TOKeHU3aTop — 3T0 GyHKuus tokenize(s) —

[X1, .., Xp], THE S — CTpOKA.

Orta ¢pynknus BPE Beruucnser yactots! nap 6aiiToB B KOpIyce, CKUMasi CIIOBaph J10
V=201088 TokeHOB, UTOOKI MOJIeJIb 0OpadaThIBaia TEKCT KaK MOCIE0BATEILHOCTD
uHEKCOB (dKoHOMUS ~75% Ha Beruncienus). B Mind 4 npuMeHneHue: Ha qataceTe
~650M TOKEHOB TOKEHHU3AIM COKpaTHiia BX01 10 3—4 TOKEHOB Ha (hpasy Bpojie
"Hello world!" (tect na Colab: Bpems npenodpadotku — 2 muH Ha 2.42 GB), Ho ans
pycckoro ("IIpuBet mup!") — 12 TOKEHOB, UTO BHIIBUJIO OApheP MYIbTUA3BIYHOCTH
(perplexity +20%).

[IpeumyiiecTBa TaKOTO METO/IA 3aKJIFOYAETCS B COKpAIlleHUu CUMBOJIOB. K mpumepy
dpaza: “Hello world!” Conepxur 12 cHuMB0JIOB, B TO BpeMsl Kak TOKEHE3aTOP TOCIC
pa3OuBKH (- world!) noiydaet Bcero 3 Tokena! A cama HelipoceTh BUIHT €T0O
kak: [15496, 995, 0]. HeitpoceTh BUIUT HE OYKBBI, @ ’TH HOMEpa — KaK KOJIbI
TOBapOB B MarasuHe. CrielinalibHbIe TOKEHBI 100aBIsIOT "paMKy": [BOS] — "Havano
ucropun", [EOS] — "konen", [PAD] — "mycTeimka" nist poHOCTH. BaxHo

OTMETHUTBH: JIJIsl aHTJIMIUCKOTO TEKCTa TOKeHe3aTop padbortaet yyuiie. K mpumepy

¢dpasa: “IIpuser mup!” Oyzaer pa3duta Ha 12 TOkeHOB (IQpIBIT 0.1/1'!) u
HelpoceTh yBUIUT uX Kak: [140, 253, 21169, 18849, 38857, 16843, 20375, 12466,
120, 18849, 21169, 0]. K cuactsio B coBpemennbix MU mMozensx sta nmpodiema
pemeHa. B Tokenesatope GPT-40 Ta ke ¢paza “IlpuBer mup!” npu 11 cumBoJ1ax
Oyzaet umeth 4 TokeHa. [loyie3HOe PaBUIIO 3aKIIIOYAETCS B TOM, YTO OJJUH TOKEH
OOBIYHO COOTBETCTBYET ~4 CHMBOJIaM TEKCTa ISl OOBIYHOTO aHTIUICKOTO TEKCTA.
D10 nepeBoauTcs npuMepHo Ha 3/4 cinoBa (TakuMm oOpaszoM, 100 TokeHOB ~= 75
cioB) [1].

Amnanorus: IIpenctaBbTe TEKCT Kak JUIMHHBINA 3a00p U3 10coK (0ykB). TokeHuzanus
— pa30opka Ha TOTOBBIC MaHeNIu: YyacThie (ppasbl ("Kak aema') — omaHa OoJbias
naHelb, peIKue ciIoBa — Menkue Kycouku. [louemy 3to BaxkHo? be3 TokeHuzanuun
MOJIeJTh YTOHYIa OBl B BapHaIMIX (aHTTMHCKUN UMEeT MUJUTUOHBI CJIOB), a ¢ HEl —
KOHOMUT BbIUUCIICHUA U (OKycHpyeTcs Ha naTTepHax. [Ipobiema: cyOBOpiHbIE

TOKEHBI (4aCTH CJIOB) MHOT/Ia ITyTalOT MOJIENb, KaK eciii Obl Bbl pa30upasid perentT Ha
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WHTPEAUEHTHI, HO 3a0b1IH, 4TO "cosb" — 3TO0 HE "co" + "np".

DOMOEIIUHTH

TokeHbl — 3TO BCEro JUIIL HOMEpa, O€CIOJIE3HbIE I aHAU3a, KaK SPJIbIKA Ha
KopoOkax. UToObl HEHpoceTh "MoHsIa" CMBICII, UX MPEBPALIAIOT B AMOEIIUHT U
KaXJIbI TOKEH MAaIIUTCs B BEKTOp — cnucok u3 d uucen (d = 768—-8192, kak
KOOPJIMHATHI B THIIEPIIpOCTpaHcTBe). ITo MaTpuna E € RYV*4, i amGeymmar juis
TokeHa X, — e, = E[x,] (umu sxBuBanentHo e, = ET. onehot(x,), rae one-hot —
BEKTOp C CAMHUIICH B MO3UIUU X;, OCTalIbHOE HYJHN). Ecnu emie npoiie Kaxabii
HOMEpP CTAaHOBUTCSI BEKTOPOM — CIUCKOM U3 768—8192 uncen (kak KOOpJUHATHI Ha
KapTe B MHOTOMEPHOM MUDE).

Ha mpakTuke 3T0 03Ha4aeT, YTO MbI IPOCTO «BBHIOMPAEM) CTPOKY X; U3 TAOIUIIBI
AMOeMHTOB E, 4TOOBI MOJYy4YUTh COOTBETCTBYIOIIMM €i1 BEKTOP €;. DTOT BEKTOP €;
U €CTh «CMBICIIOBOM OPTPET» TOKEHA, KOTOPBII MOJENb UCIIOJIB3YET JJIsl aHAIN3A.,
Yro BHyTpH? BekTOpsl HE CiTy4yailHbl: BO BpeMs 00yUY€HHUsI OHU HACTPAUBAIOTCS TaK,
YTO MOX0XkHue TOKeHbI ("moM" u "3manue" ) UMEIOT OJU3KHE BEKTOPhI — HMX
paccrosiHre Manno. bim3ocTs MepsroT "paccTossHIEM" (KOCHHYCHOE CXOJICTBO: €CIIH
eiej

Yrciia MOXO0KH, PACCTOSHHE MaJeHbKOE, KaK MKy coceasMu): cos(f) = T
illlle;

3Ta popMyJia BIYUCISIET KOCUHYC yriia 0 Mex 1y IByMsl BEKTOpaMH 3MOEAMHTOB (e;
¥ €;). Eciii BEKTOPBI CMOTPAT B OJTHOM HAIPaBJICHUH (3HaUYeHUe On3Ko K 1), croBa
M0 CMBICITY TIOXO0KH, YTO ¥ TIO3BOJISIET MOJIEJIM TIOHUMAaTh CHHOHUMBIL. [Ipumep:
"Tom" moxeT ObITh [0.2 (Terno), 0.8 (3amuTa)], "3manue" — [0.3, 0.7]. PacctosHue
MEXIy HUMH MaJlo, KaKk MKy coce/siMu Ha kapte. Ha Beixoge — matpuiia, rie
CTPOKH — MOPTPETHI TOKCHOB.

Amnanorus: Kaxaoe clioBo — MEpCOHAX B KHUTE. DMOEAAUHT — €T0
ncuxoyoruueckuit moptpet: "nom" = [0.2 (ctabunsHOCTB), -0.1 (nMHAMEKA), 0.8
(3ammra)], "3ganue" = [0.3, -0.05, 0.7] — noxoxu. Mozeins "BUaAnUT" 3TO B
MIPOCTPAHCTBE: OJU3KHE CII0BA KJIACTEPSITCS, KaK IO ¢ OOIMMHU UHTEpECaMH Ha
kapte. CessbiBanue Beca (Weight tying) W,,,, = ET (Omo npumenenue ceéazvieanus

6ecoe o3nauaem, umo mampuya 0Jis1 npeobpazoearusi moxkernos 6 sekmopwl (E) u
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mampuya 015 npeodpazosanust 6ekmopos oopamno 6 mokernwvl (W,,,;) — o0na u ma
orce (MpAHCNOHUPOBAHHASL). DMO 3HAUUMENbHO IKOHOMUM NAMAMb, MAK KAK MOOeU
He HYIHCHO Xpanump 06e ozpommuvie mampuysl.) W — maTpuna Beixona, ET —
TpPaHCIIOHUPOBaHHAs MaTpuIa SMOeaauHTOB [IpeacTaBum 3epKaio: BEIXOT
(reHeparus CI0B) UCIIONB3YET TOT ke "CIoBaph'", YTOOBI OTBETHI ObLIH
KOHKPETHBIMU. be3 aMOeIIMHroB MO1e)h Obl1a OBI CIICMONM K CMBICITY, KaK CJIOBaph

0e3 onpeaeIeHU.

[1o3uIIMOHHBIE KOAUPOBKH

Transformer — nmapasuienbHas apXUTEKTypa: BCe TOKCHBI 00padaThIBAIOTCS
OJIHOBPEMEHHO, 0e3 BcTpoeHHOTOo "BpeMenu" (B oriimune o RNN, koTophie ynTaror
nocJIeI0BaTeNbHO). YTOOBI MO/IEIb pa3ianyalia "MyKUrMHa JTOOUT KEHILIUHY " OT
"YKEHIIMHA JIIOOUT My X4uHY", 1o0aBisieM no3utimonHsie smoeaaunru (PE) —
BEKTOPBHI, 3aBUcsIIMe oT no3uruu t (1, 2, ...).

CraHgapt — CUHYCOUAIBHBIE:

t t
2 | PE3i+1 = cos 21 )

100004 100004

it 1= 0 mo d/2 - 1. (V nac npoucxooum npumenenue cunycoé u KOCUHYCco8 pasHoul

PEt,Zi == Sln

yacmomul (8 3a8UCUMOCTU OM 1) cO30aem YHUKALbHbIU 8eKMOp Ol KAA#COouU
nozuyuu t. Bascrnee 6ce2o mo, umo omHoCUmMenbHoe NOJLOHCEHUE MeHCOY NOSUYUAMU
MOJCHO 8bIPA3UMb IUHEUHOU KOMOUHAYUEl, YO nomoz2aem Mooenu NOHAMb NOPOOK

€106.) DTO TCHEPUPYET YHUKAIbHBIC "BOJIHBI": HU3KOYACTOTHBIC JIJIS TaIbHUX
MO3UIINH, BEBICOKOYACTOTHBIC JIJIs1 O1m3kux. MTor: hgo) = e; + PE; (Omo
NOKA3bl8aem, KaK Umo2o8bulii 6X0OHOU 6eKMOp h§°) 0J151 MOKeHa Ha NO3uyuU t
co30aemcs nymem npocmo20 CLONCEHUsI €20 CMbICII08020 6eKMopa et u
nozuyuonrozo eekmopa PE;. Tax moodenv nonyuaem ungopmayuro u o0 mom, umo

Mo 3a CJlo60, U O mom, 20e OHO CI’I’ZOMWI.)

CoBpemennee — RoPE: nmo3unus "Bpamaer" BeKTOp B mapax U3MEPEHUN:

( q2j )_ (cos Ht'j —sinGt'j>( q2j )
Q2j+1/  \sinf;; cosO; ) \dzj+1)’
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rne 0, ; =t * 10000~2//4 (mpumensiercs k Q n K B attention). DT0 OTHOCHTEIIBHO:

PACCTOSIHME MEXTy TIO3UITUSIMU BaKHO, a HE a0COIIOTHOE MecTO. (Mamemamuuecku
MO Mampuya nogopoma, NPUMeHsAeMas K napam uzmepenuti eekmopa. llpumenenue
RoPE «epawaem» eexmopor Q u K 6 3asucumocmu om ux abcoomuou no3uyuu t,
HO MEeXAHU3M BHUMAHUS (CKAJISIPHOE NPOU3BEOCHUE) 8 UMO2e 3ABUCUN MOJIbKO O
OMHOCUMENLHO20 PACCMOAHUS MENCOY MOKEHAMU, YMO Oellaem Mo0eb UOKOU K
OnuHe mexcma.)

Amnanorus: bes PE — kak penenit 6e3 HoMepoB: "'cMmeriait siiiia, Myky, caxap' — 4To
kyna? C PE — HymMepoBaHHBIN CIIMCOK: MOJICNb "'3HAET" MOCIEA0BATEIbHOCTD, KaK
yacel ¢ nudeporaroM (cuHycou bl — Kak crpenkn). RoPE — kak komnac B rpymme:
MIOBOPOT IMOKa3bIBACT OTHOCUTEINIbHOE MojI0keHue ('sifia nepe Mykoi Ha 2 mrara").
DTO KpUTUYHO ISl JJIMHHBIX TEKCTOB: 0€3 MOpsIKa MOJICNIb TEPSET JIOTHUKY, KaK

3a0bIBYMBBIN pacCKa3yuK.

bioku Transtformer

Cepane monenu — L croeB (L = 6-96, 8 Mind 4 — ckpomubie, HO 3P deKTUBHBIC)
TransformerBlock. Kaxx b1t 6510k — kak oTen Ha Gadbpuike: cHavasia "BHUMaHuE"
(CBSI3M MEXKy CIIOBaMH), TOTOM “mipopaboTtka" (TiryOokuil aHaus3), ¢
"HopMasnu3aruen" (4ToOkl ynciia He "meperpeBaiuck'), 4To0bl CUTHAN HE yracal.
BapuanTt Pre-LN (Hopmanu3zanus nepea noaoa0kaMu) — CTaHAapT JJis
CTaOMIILHOCTH.

H = H + MHA(LayerNorm(H)), H = H + FFN(LayerHorm(H)).
(Omu ypasnerus onucviéarom nomok 0arHuvlx 6 bnoxe Transformer (éapuanm Pre-
LN). Cnauana 6xo0 H nopmanuzyemcs (LayerNorm) u npoxooum yepe3 Humanue
(MHA), a pe3ynomam dobasnsemcs k ucxoonomy H (smo 'Residual’ unu 'skip-
connection’). 3amem smom noswiii H chosa Hopmanuzyemcsi, npoxooum yepes
netipocems (FFN) u cnosa dobasnsemcs k H.) Residuals (+) — "mamsrte": curnan us
IpebIIyIIero cios obasisercs, 4Toobl nu36exarsh vanishing gradients (curnan

yracaet B Tiiyoune). [4]
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[Ipumep pydHoro pacuera Attention
(1711 3 TOKEHOB)

[TpoxeMoHCTpHUpYEM YIIPOIICHHBIN pacyeT s 3 TOKeHOB: «Mind», «4», «demo».
Mps1 paccunTaem BEKTOP JIJIsi BTOPOTO TOKEHa («4»), KOTOPBIN, U3-3a Kay3aJbHOU
MAaCKH, MOXKET «CMOTPETh» TOJIBKO Ha ce0s (ToKeH 2) 1 Ha TokeH 1 («Mind»), Ho He
Ha TokeH 3 («demoy).
JJ1s IpOCTOTHI MyCTh pa3MepHOCTh dy = 1.
Ilar 1: [Hoayuaem BekTopbl Q, K, V. (lonmycTtum, nociie yMHOKEHHS Ha MaTPULIBI
Wq, Wk, Wy MBI OJTy9niii Takue 1-MepHbIE BEKTOPBI):

e Toxken 1 («Mind»): K; = [2],V; = [5]

e Toxken 2 («4»): Q, = [3],K, =[1],V, = [8]

e Token 3 («demo»): Q; = [4],V3 = [7]
(Ham HyxeH Tosbko Q,, 1 Bce K 1 V, KOTOpbIE OH MOXET BUJIETH).
IIar 2: Beiuuciasiem «oueHKn» (Scores = Q - K).

Score(2,1) =Q, *K; =[3]*[2] =6
Q; x K, = [3] x[1] = 3.

Scores

Jax

lar 3: MacmitabupoBanue ( ) dy = 1,\/T = 1.01eHKkH HEe MeHs0TCS: [6, 3].
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Ilar 4: IlpumensieM Kay3ajibHYI0 MacKy. TOKEH 2 HE MOXKET BUJIETh TOKEH 3. MbI
TaK)Ke JTOJDKHBI YYECTh OLICHKH JJI BCeX Mo3uliuii 10 t=2 (1.e. 1 u 2).

Ouenku = [Score(2,1), Score(2,2), Score(2,3)] Macka = [0, 0, -co] (Ilo3urmuu 1 u 2
paspenieHsl, 3 — 3arpenieHa)

Score(2,3) =Q2 - K3 =[3] * [4] = 12 (DTOT pacueT Bce paBHO jAeiaeTcs, HO OyaeT
OOHYJICH MacKO#)

Hror go Softmax = [6+0, 3+0, 12-c0] = [6, 3, -o0]
eZi

Ilar 5: Ilpumensiem Softmax. Softmax(z;) = o
j

exp(6) ~403.4
exp(3) =20.1

exp(-0) =0
Cymma: 403.4 +20.1 + 0=423.5
Beca (Weights):

« W1=403.4/4235~=0.95

o W2=20.1/423.5=0.05

« W3=0/4235=0

BoiBoa: Mogens pemmia, 9To TokeH «4» Ha 95% 3aBucuT OT TokeHa «Mind» u Ha
5% ot camoro ceos.
IIar 6: B3Bemennas cymma VvV (Bbixon).
Output, = (Wy * Vq) + (W5 * V5) + (W3 = V).
Output, = (0,95 * [5]) + (0,05 * [8]) + (0 * [7])
Output, = [4,75] + [0,4] + [0] = [5,15]
PesyabTat: ITOroBbIN BEKTOP JJIs1 TOKEHA «4» MOC/IE MEXaHU3Ma BHUMAHUS —

[5.15].

Multi-Head Attention (MHA)

JInst kak1oro TokeHa co3aroT Tpu posu: 3amnpoc (Q: "Urto g umy?"), Kmtou (K: "Urto
3nat0?"), 3nauenue (V: "Uro ckazarb?"). 113 mopTpeTOB TOKEHOB /I€NaI0T MATPHUIIBI
CX0ACTBa (n X n, IIe N — YKCJIO TOKEHOB): HACKOJIBKO ¢JI0BO 1 "apyxut” ¢ j. Macka

(causal) — "ue cmoTpu Briepéa': pu reHepaIuy CISAYIONUN TOKEH BUIUT TOJIBKO
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NpoIIJIOe, KaK B yaTe 0e3 croiiepoB. Softmax mpespaliaer cXoICTBa B MPOLICHTHI
(cymma = 100%). ITotom — B3BemeHHslif "koHTekeT" n3 V. M3 Bxoma H € R™ (n
— JUTMHA TTOCIIEI0BATEIbHOCTH):

Q=HW?, K=HWK v=HWY
rne WO, WKWV e R¥*, d, = %,h = 8 — 128 ronoB — "mapaniensHble

roJioBel"). (30ecy H — amo mampuya smOe00unz06 6cex mokeHos 8
nociedosamenviocmu. Mol ymHodicaem ee na mpu pazuvle mampuywvl eecos (WQ,
WK, WV), umobul «cnpoeyuposams» UCX00Hble eKMOPbL 8 MPU PA3HbIE KPOTU»
(3anpoc, Kniou, 3nauenue) 01 mMexaHuzma HUMAHUSL.)

3arem scaled dot-product attention:
T

Attention(Q,K,V) = Softmax <Q

Jax

DTO U ecTh cep/ille MEXaHu3Ma BHUMaHMA. MbI BeuncisieM orieHkH cxojctBa (QKT),

+M>V

MacITabupyem ux (\/d_k), npuMeHsieM Macky (+M), mpeBpaiiiaeM B MPOIICHTHI
(Softmax) 1 ncnonb3yem 3TH NPOLEHTHI, YTOOBI CMEIIaTh BEKTOphI 3HaueHuu (V),
T0JTy4asi UTOrOBbI KOHTEKCTHBIH BekTop. QKT — Marpuna "cxonactsa" (n X n):
HACKOJIbKO TOKEH 1 OXO0X Ha ]. Jlenenue Ha \/d_k — 4TOOBI YKCIIa HE "B3OPBAIKCH"
(mucniepcus ~1). M — causal mask (mpuurHHast Macka), KOTOpasi HCIIOJIb3yeTCs B
attention, yToObI IpY BEIYUCICHHH BHUMAaHHS TOKEH | He "cMoTpen Brepén" — To

€CTh HE YUUTHIBAJ OYIyIIHE TO3UINH (KaXIbIM CJICTYIOIMINN TOKEH BBIYUCIISCTCS HA

<
OCHOBE HPEBLIYIINX, a HE Oyaymux) j > i: M;; = {_Oéoj] ; ll. WJIA B MAaTPUYHOU
dbopme:
0 —oo —oo
M= 0 0 —oo ... )

0 O 0

Softmax nenmaet Beca BeposiTHOoCcTIMH (cymMa = 1 1o cTtpoke). [ToTrom ymHOXkaeM Ha
V — noJiy4aeM B3BEIICHHBIM KOHTEKCT. DTa MaTpuiia (M) nobasisercs K oleHKaM
BanManus (QKT) mepen Softmax. [IpubaBnenue -0 (MHHYC OECKOHEYHOCTH) K

OyIyIIUM MO3ULIMSM (BEpXHUN MPABBIM TPEYTOIBHUK) MPUBOAUT K TOMY, UTO MOCIE
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Softmax ux Beca cTaHOBSTCS paBHbI HYJI0. Takum 00pa3oM, MOJIEIb IPU FeHEPALH
OTBETA «CMOTPUT» TOJBKO Ha MPOLIIOE.

Busyanuzaius MaTpuyHOTO YMHOXKEHUS B MeXaHn3Me BHUMaHus Transformer: neBas

KT N .
Matpuna (Q * T) x mpaBast Matpuua (V) = pe3yJbTUPYIOUINI KOHTEKCTHBIN BEKTOP
k

Jax

[5].

. 42,25

8.4156.25

[onoBel (multi-head) — kak HECKOJIBKO Map IJia3: OJJHa CMOTPUT Ha (DaKThI, Ipyras
— Ha sMouuu. Ananorus: ['pynmnoBoii yat. Q — TBO# Bomnpoc o noroje, K —
cTapbie cooOmeHus, V — otBeThl. Moaens dhokycupyercs: 70% Ha "comaile Buepa”,

20% na "goxnas". bes MHA — kak paszroBop 0e3 ciyaHus: Kax bl cam 1o ceoe.

Feed-Forward Network (FFN)

[Tocne BHMMaHUA — MpoOCTast CETh: JBa cios uucen ¢ aktuBanuet GELU (kak
"punbTp": MpOMyCKaeT MOJIOKUTEIbHBIE, TACUT OTPULIATEIBHBIE, YTOOBI MOJIETh
"mymana" HEeIMHENHO).

FFN(x) = Wo(GELU(Wyx + by)) + by, dpf = 4d.
Orta hopmyna onuckIBaeT AByXcioiHyto HelipoHHyto ceTh (FFN), koTopas
00padaThIBaeT KXl TOKEH He3aBucuMO. OHa pazayBaeT BekTop TokeHa (W1) 1o
pasmepa dff (oObraHO B 4 pasza 00bIIe), IPUMEHSIET HETMHEHHYIO aKTUBAIIUIO
(GELU) u cxumaer ero oopatHo (W2), 4To momMoraet MoJenu riryoxe
npoananuzupoBath nHpopmanuio. Cama no cedbe GELU (Gaussian Error Linear Unit)
— 9T0 QYHKIUS aKTUBAIIMN, KOTOPAs MJIABHO «IPOMYCKAET» MOJIOKUTEIHHBIC
3Ha4YeHUs U ociabiseT oTpuuareabbie. opmyna:

GELU(x) = x * d(x)

Cne ¢(X) — dyukius pacnpenencnus [aycca (BepOSTHOCTb, UTO CiTydaiiHas

17


https://github.com/pytorch/pytorch/raw/main/docs/source/_static/img/tensor_illustration.png

BeJIMYMHA < X).
GELU ucnonbs3yer rayccoBy (GyHKIHIO, KOTOPasi BBIYUCIUTEIbHO TshkENas. [loaTomy
B KOJIE BMECTO TOYHOM (OpMyIIbI OEpyT NPUOIIKEHIE — AMPOKCUMAIINIO Yepe3

tanh, koTopas Ben€T ce0s MOYTH Tak ke, HO paboTaeT ObIcTpee:

2
GELU(x) = 0,5x| 1 + tanh —* (x + 0.044715x3)

Hopmanmzanus ciioes (Layer Normalization):
_1 2 _ 1 2 _ X
u=-Xx;, 0°=-Xx—mw+e, LNx)=y—+8.
Amnanorus: [locne yata — pa3MbIILUICHUS B OTMHOYKY: "A 9TO 3TO 3HAYUT JJIs1

mena?". Hopmanuzanust (LN) — kak TepmocTar: qep>kut Bc€ B OajaHce, 4TOObI CIoU

HE "TIepEeKpUKUBaIM" IpyT Apyra.

Mixture-of-Experts (MoE)

[Tocnie MHA -BHUMaHUS KaX/IbIil TOKEH OOBIYHO MPOXOIUT Yepe3 CTAHIAPTHYIO
neyxcnoinyto HeiipoceTs (FFN) mist "riry6okoit mpopaboTku' .
Onnako B Mind 4 ucnonib3yercs 6osee nmpoasunytas Mixture-of-Experts (MoE)
apXUTEKTypa.
o Cytb MoE: Bmecto onnoro 6omabioro FFN-650ka, y Moaenu ects 128
"skcnepToB" (num_experts: 128).
o Jlns xaXxxaoro TOKeHa crienualibHas "ceTh-MapipyTu3aTop" Beioupaet 4
HauOosee noaxoasaumx "skcnepra’ (experts per token: 4) miis ero oOpabOTKHU.
Amnanorus: Bmecrto toro, 4to0s1 o71H "Bpau-yauBepcan” (crangapTtasii FFN) negwn
Bce Oosie3Hu, y Bac ecth 128 "y3kux crnenmuanuctoB" (9kcneptoB). Cucrema
BBI3BIBAET 4 HY>KHBIX CHIEIUATIMCTA JJIs KKI0r0 "manueHTa" (TOKeHa).
DT0 MO3BOJISIET MOJIEIM UMETh TOpa3a0 OOJNbIUH "'3amac 3HaHU'", HE 3aJICHCTBY S
BCIO CETh JIJIsl KOKJIOTO I1ara, YTo KpUTHYECKU SKOHOMHUT PECYPCHI IIPU COXPaHECHUU

BBICOKOM IIPOU3BOAUTCIIBHOCTH.

BreixomHou ciou

ITocne Bcex L cnoes: z, = Wy, ht + b € RV (utorossiii Bektop ht (Bbxos
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nocyenHero L-ro cios) ymHokaeTcsa Ha Bbixoauyto matpuiy W,,,.. B pesynbrare
MOJIy4YaeTCsl BEKTOP Z; (JIOTUTHI), pa3Mep KOTOPOro paBeH pazmepy cioBaps (V), u
KOTOPBIN COJIEPKUT «OLIEHKW» BEPOSTHOCTH JJII KAXKIOIO BO3MOKHOTO CJIEIYIOLIErO
TOKCHA):

o (L

)
p: = Softmax (ﬁ) Dpi = LZU.
r) P ()

dopmyna Softmax ¢ TemmepaTtypoit T mpeobpasyer Chipbie OIIEHKH (JIOTUTHI Z) B
pacmpenenenue BepositHoctel p. Jlenenue Ha T nepes skcrioHeHTOH (exp)
crnaxusaet (mpu T > 1, nns kpeaTuBHOCTH) Win odboctpsieT (mpu T < 1, mist
MPEICKa3yeMOCTH) BEPOSATHOCTH. JIOTUTHI: OLICHKH (YKCIia) ISl KaKI0TO TOKEHA B
cioBape ("HacKoJIbKO BEpOsITHO 3TO ciioB0?"). Softmax mpeBpaiaer ux B MPOLIEHTHI
(BepositHocTH). Temnepatypa (T=0.7—-1.0) no6asnset "ciyqyaitHocTs'": HU3Kass T —
npeackazyeMo (Kak CTpOTui yUUuTeNb), BRICOKAast — KpeaTUBHO (Kak (paHTazép).
Bri6uparoT o argmax (camoe BeposiTHOE) Wi CAOMIUIMHT (1otepest). s Mind 4
3a/1aHbI CIEAYIOIINE MapaMeTpbl TeHEPAMH 110 YMOJIYaHUIO: ""Temieparypa”
(temperature) 0.8, u st comruinara ucronb3ytores top_k 50 u top_p 0.95, 6ananc
MEXIY KpEaTUBHOCTBIO M OCMBICIEHHOCTBIO OTBETOB.
Amnanorus: Pynerka B urpe: JOTuThl — IIIAHCHI HA Yncha, softmax — "Bemrpait 30%
Ha 'mom". T — "Becenbe": 6€3 HEro Bceraa OHO U TO Ke, C HUM — CIoprpu3bl. Tak

HEHWPOCETh CTPOUT OTBET TOKEH 3a TOKEHOM, Ioka He [EOS].

OOyueHue

Oo6yuenue — next-token prediction: Moaens BUIUT X mpecka3piBaeT X _t. [lorepu —
negative log-likelihood (MLE):
exp(zex,) )

L=~ 230, logp(xlve) = .= log (s
Oto ¢pynkuus noreps (Cross-Entropy L0ss), KoTopyro MOAEINb MbITAETCS
MUHUMHU3HUPOBaTh. OHA U3MEPSIET, HACKOJIBKO MOJIENh Oblila «yAUBIICHAY
MPaBWIbHBIM OTBETOM Xt: €CJIM BEPOSITHOCTH P(Xt) (KOTOPYIO MOAEINb alia

MPaBUWJIBHOMY TOKEHY) Obli1a HU3KOM, log(p) OyAeT CHIIbHO OTpUIIATEeNIbHBIM, U L
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(motepu) OyaeT BeicokuM. Cross-entropy /st 6aT4a: ycpenHeHue. ['paaueHT mno

JIOTUTaM: % = p; — ¥; (Y — one-hot, cynep-yno0Ho).

[Touemy loss? ITo Mepa "HeyBepeHHOCTH": HU3KH 0SS — Mozenb Om3Kka K
nauubiM. Perplexity: PPL = exp(L) — "ckouibko cjioB myTaeT monens" (PPL=10 —
kak 10 BapuaHTOB BMECTO OJIHOTO).

Ontumuzanus — AdamW (amantuBHBIN TpagueHT ¢ decay):

my =Pime1 + (A —=F1)ge, 9 = Po0—1 + (1 — ,82)91,? ,

mg
/1'9\t+s

Pacnucanue LR: warmup (0.0001 — 0.001 3a 10% mmaroB) + cosine decay.

+ 16

6 <0-—n

Amnanorus c loss: IIpeacraBbre yunurens (qaHHbIE), MULIYLIETO HA JOCKE YPOK I10
uctopuu: "B 1492 rogy Konym6 oTkpbu1 AMepuky". YueHuk (MOZEIb) 3aiChIBAET,
HO MOXeET cityyaiiHo miporyctuth "1492" (loss pacter — ommbka B JeTassix) Win
nepenyTtarth ¢ "Maremianom" (BeicOkHii loss — monHas epynaa). Loss — kak
KpacHas pydyka: MUHYC OaJlibl 3a MPOIYCKH. YUeHUK Koppektupyercs (backprop:
rpaaueHTsl — "ucrpasb gaty!"), HO eciu JocKa cTepTa (IyM B IaHHBIX ), OH
sanmumeT "KomyM6 otkpbil Mapc" — u loss HU3KuU# JOKaJIbHO (TATTEpH "OTKPBLT +
MecTo"), HO ro0anbHOo ommunoka. O0ydeHne — MULIHAP/IbI TaKuX "ypOKOB'": MOJIEIb
MUHUMU3UPYET l0ss, CTaHOBACH TOYHOMU, HO ecnu AaHHbIe biased (90% uHTEepHETA —
Mycop), loss "npuBbikaeT" k ommOKam.

[IpoGnemsr: Overfitting (3anomunanue, He 00y4yeHue) — loss HU3KUN HA OOyUYEeHHH,
BBICOKMI Ha TecTupoBanun. Oukc: dropout (cimydaiino "3a0sBath" 10% cBszein),

clipping (ecnu |g| > 1, HOpMUpPOBATS).
dp.
['panuenTtsi: Uepes npaBuiio 1EMHOM MPpou3BOAHON. [[is softmax: d—pl = pi(6i i—D j).
zj

B attention — mu10THBIE 3aBUCUMOCTH, HO aBTOau(D P (kak B PyTorch) cunraer.
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To4HOCTb

MoTepwu

1.4 A

1.2 1

e
)
L

o
o
)

0.2 1

0.0 1

0.8 A

0.7 A

0.6 A

0.5 A1

0.4 A

0.3 1

Obyu4alollas 1 BanuaaLuuoHHas noTeps

—e— Obyuvalowas noreps
BanunaunoHHasa noteps

2.5 5.0 7.|5 1(5.0 12I.5 15I.0 17’I.5 2(5.0
3noxa

Obyuyalollas n BainagaunoHHas TOYHOCTb

—e— Oby4atouwas TOYHOCTb
BannpauWoHHaA TOMHOCTb

2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
3noxa

Ooyuaromas TounHocts (Train Accuracy): 910 "onenka ycrneBaemoctu"
MOJIENIA Ha TeX JIAHHBIX, HA KOTOPBIX OHA yuujachk (train set). CUHSS JTUHUSI —
KaK YYEHUK CJIa€T KOHTPOJbHYIO [0 CBOMM KOHCIIEKTaM: OOBIYHO BBICOKAS,
MOTOMY 4TO MOJIEJIb ""3alIOMHUIA" TaTTEPHBI.

Banupannonnas tounocts (Val Accuracy): [Ipoeepka Ha "HOBBIX" HaHHBIX
(val set), KOTOpbIX MOJIEb HE BUAENA BO BpeMsi 00yueHusi. OpaHkeBas JIMHUS
— KaK 3K3aMeH o OmiietaM, KOTOPbIX He ObLIO B KOHCHekTax. Eciu ona
pacTér (Kak 3/1€Ch), MOJIeJIb 0000IIIaeT 3HAHUS; €CITM OTCTAET — PUCK
nepeodydenus (overfitting, korga Moesnp "Bblydnsia HAU3yCTh'", HO HE

MIOHUMAET CYTh).
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[IpencraBbTe, 4TO MOENHL — YUEHHK: train accuracy/loss — kak qomaimnka (JIérkas,
HO HE TIPOBEpsIeT MOHNMaHue), val — Kak TecT (MOKa3bIBaeT, MOXKET JIM IPUMEHHUTH
3HAaHHS K HOBOMY). Maean: 00e mMHUM pacTyT/maiatoT mapauiebHo. 31eCh —
XopoIui mporpecc, Ho K 15-i amoxe val accuracy cierka miato (0.7-0.72), uto
HaMeKaeT Ha overfitting — TunmudHas mpoodsiemMa I Majoro JaTaceTa, Kak B MOUX

OI'paHUYICHHIX.

[Touemy MoaENb raJuIIOIUHUAPYET?

["anmonuHanuM — KOrJja MOJIeNb BbIIACT MPaBIONOI00HBIN, HO JTOKHBIN (haKT (
"Ditpenena O6amns B bepnuue" ). Hayuno: MLE ontumusupyer likelihood
(BEpOATHOCTH TIOCIIeI0BaTENbHOCTEN), a He truthfulness. Mogens yuutcs Ha
KOppEJSUAX, He IPUIMHHOCTSAX: €CIIU B JaHHBIX "Oldens + Oamns + [Tapux"
4acTo, HO MHOT/AA ¢ IyMoM ((andukinn), oHa "noaymbeiBaeT" no narrepHy. Her
BCTPOEHHOM MpoBepKU (HaKTOB — TOJBKO BeposTHOCTU. Truthful QA mokassiBaer:
Torn-mozenu omurbdaroTcs Ha 20-30% B mudax ( "mul ucnonbdyem 10% moszra" —
MOJIEJIb COTJIAIIAETCS, €CIIN MATTEPH CUIIbHBIN).

Mo cytu: Loss = KL-muBeprennus Dy, (Pyatall Po) + H(Paata)» TAE MOICTH
anmnpoOKCUMUPYET pacnpeeieHIe TaHHbIX, HO €CJIM JJAHHBIE noisy, Pg'ycpenuser”
n0xb. RLHF (mooOyuenue ¢ pundekom) momoraet, HO He ycTpaHseT: reward -
Moenb penalizes rayunronuaanuu, Ho He Ha 100%.

Amnanorus 1 (Tect yueHuka): Y4eHHUK Ha dK3aMeHe 1o Ouosiorun: Bornpoc "UTo Takoe
JIHK?". On 3Haet 6a3y, HO neTanu pa3mbIThl. Bapuant A: Hudero e nucath — 0
0aJJIOB rapaHTUPOBAHO (KaK MOJIEJIb, OTKa3bIBaKOIIasAcsa 0TBeuarh, HO LLM He Tak
oOyuensl). Bapuant b: nanucats "J[HK — 310 6enok, Komupyromuii TeHbl" — JI0XKb,
HO coherentHas, +1 Oani (yuuTens: "XOTs HEBEpHO, HO cTtapaicsa'). Moaenb
raJUTIOLUHUPYET, motomy yTo MLE nooipsiet "3anonuute npodessl’" — myurine
coherentHast 4ymib (HU3KHI JTOKaNbHBIHN 10ss), yem mycTtoTta. B peanbHOCTH: BOIpOC
"KTo n3zo6pen nammnouky?" — mMojens: "IIUCcoH, HO ¢ TomoIibio Xamdpu 38U B
1802" (cMeriana maTTepHsl).

B Mind 4 raimourHaiuy nposiBIsSIOTCS OY€Hb CUIIBHO SIPKO H3-3a2 CKPOMHOTO
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JaTaceTa — MOJIeNIb MHOTa ""TOAYMbIBAET" MO OOphIBKaM, KaK IIKOJIbHUK Ha
KOHTpOJIbHOM 6€3 yueOHuka. [Ipumep: Bonpoc "Kto ocHoBanm Morunép?" —
MpaBWIbHBINA OTBET: KHA3b Poctucnas (1267 rox). Ho eciv B TaHHBIX IITyM (CMECH C
npyrumu ropojaamu), Mind 4 moxxet Beiiath "II€tp 1 B 1700-x" — Bpoje KOHKPETHO,
HO (peiik, MOTOMY UTO MaTTEPH "TOpoja + OCHOBATENb = I[aphb" CHIIbHEE B MHTEPHETE.
Tect Truthful QA ra Mind 4 nokazan ~30% mnpasauBoctu! ¥ GPT-2 6p110 TpUMEpHO
20-30%, yToO sIBJISIETCSI HE3HAYMTENBHO BBIIIE 10 METPUKE MTPABIUBOCTH, HO

yKacarome MCHBIIC B IPYTHUX ACIICKTaXx.

APXUATEKTYpHAs ONTHUMU3ALIUS

Mind 4 pa3pabatbiBanachk ¢ y4€TOM OIpaHUYEHUN BBIYMCIATEIbHON MOLTHOCTH.

KOH(bI/II‘ypaI_[I/IiI MOJCJIHN ITIOKA3bIBACT FH6pHI[HBIﬁ IoaAxod K OIITUMMH3alllH

o CHUKeHMe YHCJIa mMapaMeTPoB 0e3 MOTEepPH CIIOCOOHOCTU MOJCIH K
0000IIEHNIO — 32 CYET YMEHBILIEHUS TTyOUHBI CETH NPU COXPAHEHUU
JIOCTATOYHOM IIUPUHBI CITIOEB.

o Hcnoan3oBanue Triton-saapa st 5pdekTUBHOMN peanu3anuu MaTpUIHBIX
oreparuii MojeNb ucroib3yeT backend na GPU.

o KdimupoBanmne npoMeKyTOUHBIX BHIYMCJIEHUI — ITO MO3BOJISET YCKOPATh
aBTOPETPECCHIO TIPH TeHepaIuy JJTMHHBIX OTBETOB.

« Mixture-of-Experts (MoE): BmecTo oHOM THraHTCKOM HEHPOCETH,
ucrnoibszyercs 128 "skcrepToB", U3 KOTOPBIX ISl KAKIOTO TOKEHA
BBEIOMPAIOTCS TOJBKO 4. DTO MO3BOJISIET CHU3UTH BEIYUCIIMTEIIBHYIO Harpy3Ky.

« Grouped-Query Attention (GQA): Bmecto 64 moaHbIX "T0I0B" BHUMAHUS
(MHA), ucnions3yetcst 64 "ronoBsl" mist 3ampoca (num_attention_heads: 64),
HO TOJIbKO 8 "roJioB" mJis Kitoua v 3HadeHus (num_key value heads: 8). 9to
PE3KO YCKOPSET MEXaHU3M BHUMAHMSI.

o Twun gannbix bfloatl6: Moaens ucnoansyer dtype: "bfloat16", uto
YMEHBIIAET 00BEM aMSATH U YCKOPSET BHIYUCIICHHS MIPU MUHUMAJIEHOM

BJIMAHHNHW HA TOYHOCTB.
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o MacmradupoBanue kouTekcra (RoPE): Monens coco6Ha pabotats C

koHTeKcToM 710 131 072 TokeHoB (max_context length) 6iaromaps

napameTtpam macmtabupoBanus RoPE (rope scaling factor: 32.0).

OTH pelieHns NO3BOJIAIOT TOOUTHCS PeaIbHON MTPOU3BOAUTEILHOCTH HA YPOBHE

JIOKaNbHBIX cUcTeM. [Ipu 3TOM apXuTekTypa OCTaETCss MOAYIHLHOU U

MacmTabHpyeMoil — €€ MOKHO pa3BUBATh, 10OABIISASI HOBbIE OJIOKH 0€3 MOJHOrOo

nepeoOydeHHsI MOCIIH.

OrpanudeHus pa3padbOTKu

KauvecTBo naracera: Vcnosnb3oBanne He(pUIbTPOBAHHBIX TaHHBIX U3
OTKPBITBIX HICTOYHHUKOB MIPUBOJUT K 00y4eHHUI0 Ha mycope (90% uHTepHEeTa).
310 BiIeyeT 3a co00il MpoOIEMBI C TOYHOCTHIO, TOKCUYHOCTBIO U
COIIACOBAaHHOCTHIO OTBETOB MOJIEIIN.

KOpuanyeckue pucku: OTcyTcTBHE QUIBTPALUK HA KOMUPAUT U
NEPCOHANBHBIE TAHHBIE CO3JAET HEMTPEOJOTUMBIE FOPUINUECKHE Oapbephl
JUTSL Ty OJTMIHOTO PeNn3a.

CaoxHocTh TOKeHM3anuu: Co3nanue 3pPeKTUBHOrO TOKEHU3aTOpa — 3TO
OTJENbHAs Hay4yHas U KpailHe CJI0KHas 3a7ja4a o KOTOPOH MOYKHO MUCATh
OT/IeIbHYI0 paboTy. 3aBUCMOCTb OT FOTOBBIX periieHuit (Hampumep, GPT-2)
OTrpaHUYMBAET TMOKOCTh U ONTHUMM3ALUIO MOJIEH MO KOHKPETHBIE HYKIbI.
OrcyrcTBHE ONTUMAJIBHBIX KOHGuUrypanui: OnpeneneHue uaearbHOro
KOJIMUECTBA CJIOEB, learning rate u Apyrux runeprapameTpoB 6e3
BO3MO>KHOCTH MacIITaOHBIX dKciepuMeHTOB. [IpuxoauTcs onupartscs Ha
YCPEIHEHHBIE JAHHBIE U3 CTATEH, YTO HE TAPAHTUPYET PE3yNbTaT AJIs
KOHKPETHOIO J]aTaceTa v 3a/1a4yu.

OrpanndyeHHocThb pecypcoB Ajst R&D: HeBo3MOXKHOCTh NPOBOAUTH
JIOPOTOCTOAIINE SKCIIEPUMEHTHI 10 MOA00pPY apXUTEKTYPhI U3-3a
KOJIOCCAJIBHBIX 3aTPaT BPEMEHHU U BBIYMCIUTEIBHOW MOILIHOCTH.
ACTpPOHOMMYECKHEe BBIYHCINTEIbHbIE 3aTpaThl: J[71s1 00yueHus

KOHKYPEHTOCIIOCOOHBIX Mozeiel TpedyroTcs Teicsun GPU/TPU B Teuenue
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JUTUTEILHOTO BPEMEHH, YTO U3MEPSETCS B MecsiIax padoThl OJTHOTO
YCKOPHUTEIS U MUJUTMOHAX JOJUIAPOB HA AJIEKTPOIHEPTHIO.
HecrabunbHocTh 00y4eHusi: Mojienb noasepskeHa «B3pbiBam» (loss
explosion), mepeo0yueHHIO (3aMTOMIUHAHUIO TAHHBIX BMECTO OOYYCHHUS) U
JIPYTUM cO0sIM, TPEOYIOITUM MMOCTOSIHHOTO MOHUTOPHHTA.
Heo0xommMocThb ¢J10:KHOT0 MOHUTOpHUHTA: Tpedyercst OTCIeKUBATh
TBICSTYM METPUK B pEAJIbHOM BPEMEHH, JJIS YErO HYKHA pa3BUTas
UH(PaACTPYKTypa, KOTOPYIO CIOKHO CO37aTh B OJIMHOYKY.

TokcHYHOCTH U BPEeJOHOCHBII KOHTEHT: be3 mocT-00yueHus: MOJIeIb
TEHEPUPYET OMACHBIN, HEATUYHBIN U HETOUYHBI KOHTEHT, BKJIFOYAs
BPEIOHOCHBIN KO/I.

He cienoBanue uHCcTpyKUusiM: MoJienbs HE yMEET aJIcKBaTHO OTBEUYATh Ha
BOITPOCHI, HOBTOPSIETCS U HECET UyIIh.

Heo0xoaumocts RLHF (Reinforcement Learning from Human
Feedback): /lns ucnipaBneHus 3TUX HETOCTATKOB TPEOYETCs MPUBIICUCHHE
TBHICSTY AHHOTATOPOB ISl pa3METKU JaHHBIX, co3aHue reward-Moienu u
JoporocTosiiee J000ydeHue ¢ OJKPEIJICHUEM, YTO HETOCTHKUMO O€3
MUIJTMOHOB JOJJIAPOB UHBECTULIHMN.

OrcyrcTBHe production-ungpacrpykrypbi: Tpedyercs pazpaboTka
HAJICKHBIX CUCTEM YEKITOMHTOB, MOHUTOPUHIA, BOCCTAHOBJIEHUS TIOCIIE
cO0€B 1 JaHHBIX MMAUIUIAHOB.

HexBaTka yejioBeueCKMX pecypcoB: Y CIEIIHbBIN MPOCSKT TPeOyeT He
TOJIbKO MHXKEHEPOB U UCCJIEI0BATENEH, HO TAK)KE FOPUCTOB, MEHEKEPOB U
OTPOMHOI0 KOJIMYECTBA aHHOTATOPOB AaHHBIX. /{151 0O AMHOYHOTO
pa3paboTUKKa 3TO HEBBIIIOJIHUMAS 33]1a4a.

Hatacer Common Crawl 6bu1 BBIOpaH HaMEPEHHO, HecMompsi Ha HU3KOE
KauecTBO. Ero mpenMy1iecTBo — OrpoMHBINA 00BEM U IOCTYITHOCTH 0€3
HEOOXOIUMOCTHU CJIOKHBIX MPOLIETyp OUYUCTKU, KOTOPbIE CaMU 110 cebe

TpeOYyIOT OTPOMHBIX PECYPCOB.

COBOKYHHOCTB OTHUX OFpaHI/I‘IeHI/Iﬁ — OT Ka4€CTBa JaHHBIX 1 CTOMMOCTH
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BBIYHCJICHUI a0 HpO6J'ICM 0e30MacHOCTH M HEXBAaTKHU KOMaHAbI — A€J1acT

co3aanue 6e3omacHoi u addextuBHOM LLM cuitamu oHOTO YenoBeka (Miu

HEOOJIBIIION KOMaH IbI) TPAKTUIECKH HEBO3MOXKHBIM. BEITTYCK e cbipoti 1

He(UIBTPOBAHHOW MOJIENU MPEJCTABIIAECT COOOM HEMPUEMIIEMBII OIrPOMHBIN

PHUCK, TaK KaK OHa MOXKCT OBITH I[OO6y‘I€H3 3JIOYMBINIUICHHUKAaMU IS CO3/IaHUA

BpenonocHoro [10. Best monens O0buta 00yuena B Google Colab (Caiir, rae

MO>KHO MHCaTh, 00y4aTh U 3allyCKaTh HEHPOCETH NpsMO B Opay3epe, HUUero He

ycTaHaBIMBast Ha KoMIibioTep). Cpesa BHIOJIHEHUS M 00y4eHus ObLIa TaKoBa:

I'paduaeckuii mporieccop: NVIDIA A100 (40GB)

Batch size: 256

Jlmuna konTekcra: 1024

Precision: bfloat16

Ontumuzarop: AdamW (Ir = 3e-4)

[laros oOyuenus: S0k

Pasmep naracera: ~650M tokens (sxBuBanenro 2,42GB)
Pa3mep cnoBaps (vocab size): 201088

KomuuectBo cimoeB (num_hidden layers): 36

Pasmep monenu (hidden_ size): 2880

Makc. Bo3mMokHas JyiHa KoHTekcTa (max_context length): 131072 tokena

Apxutektypa: Mixture-0of-Experts (MoE) ¢ 128 "skcnepramu”

Kputepun o1ieHKu

Kak MbI y3HaJIH, COBpEMEHHbBIE SI3bIKOBBIC MOieH (Cokp. LLM) — 310 cioxHbIe
CUCTEMBI HCKYCCTBEHHOTO UHTEIIJIEKTA, TPEeIHa3HAYCHHBIC SIS TTyO0KOH 00paboTKH
U reHepauuu uaopmanuu. OHu paboTarOT HE TOJBKO C TEKCTOM, HO U C KOJIOM,
U300paKeHUSIMH, ayIU0 U JPYTUMH MOAATBHOCTAMU. YTOOBI OLIEHUTH BO3MOXHOCTH
TaKON MOJIENH, UCTIOIb3YETCS] KOMIUIEKC XapaKTEPUCTUK U METPHUK, KOTOPHIE MOKHO

pa3ienuTh Ha JiBa YPOBHS:

1. ®dyHkunoHaJabHbIE BO3MOKHOCTH (CBoiicTBa Mojaen): Uto Mojieslb yMeeT

I[CJ'I&TB? OTH Ka4yecTBa I10JIb30BATEIIh MOKET Ha6J'IIOI[aTB HCTIOCPCACTBCHHO B
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JMaore.

2. Ouenounsnie MeTpuku (M3mepenue r3¢ppextuBHocTH): Kak uamepurs 3tu
yMmeHusa? st 3TOro uCnoJIb3yrTCsl CTaHAAPTU3UPOBAHHBIE TECTHI U JATACETHI,
KOTOPBIE OLIEHUBAIOT IPOU3BOAUTEIBHOCTh MOJIETIN B KOHKPETHBIX 3a7a4ax,

TAKNX KaK JIOTMKa, MaTECMATHKa U IIPOrpaMMHUpPOBaAHUC.

Y10 yMeeT COBpeMEHHAs A3bIKOBAs
MOJIENb

I'nmaBHas cmocooHOCTE LLLM — MOHMMATE CMBICH TOT'O, YTO YEI0BEK ITHIIIET, U
CO3/1aBaTh OTBETHI. ITO HE IIPOCTO MOAOOP CIOB: MOJEIL aHATU3UPYET KOHTEKCT,
WHTOHAIINIO U HaMepeHne. OHa MOXKET NepecKa3aTh CTaThlo, OOBSICHUTH CIIOAKHOE
SIBJICHUE TIPOCTBIMH CJIOBAaMH WJIM HAIIMCATh CBA3HBIN TEKCT — OT HAy4YHOTo ab3aria

A0 pacckasa.

e Mogenb Takke YMEET BeCTH AHAJIOT: 3a[IOMUHAET, YTO YXKe ObUIO CKa3aHo, U
CTPOHWT JAJIbHEWIIINE OTBETHI C YYETOM KOHTEKCTa. biraronapst atomy oHa

MOJKCT pCIIaTh 3aJa4u I101IIaroBo, 00BACHAS PaACCYKICHUA, KaK PCIICTUTODP.

e (OHa U3 BAXXHBIX YEPT — JIOTMYECKOE MbIILJIeHHe. XOPOIINE MOJIENN
CIIOCOOHBI PACCy’K/1aTh, JA€JIaTh BHIBOJBI U HAXOIUTh MIPUYMHHO-CIICACTBEHHBIC
cBs13u. Hanpumep, pemares JOrM4ecKue 3araiki Wik aHaJIM3upOBaTh, IOYEMY

TOT WJIM MHOU BapUaHT BEPEH.

e He MmeHee 3HaunMa 1 MaTemaTtuka. LLM MOryT BBINIOJHATH BBIYHACIICHUS,
pelath ypaBHEHUS U pa30upaTh 3a7a4u, TPEOYyIOIUe HECKOIBKUX
MOCJIeIOBATEIbHBIX MIaroB. OHU 0OBACHSIOT, KaK MPUNATH K OTBETY, a HE

IIPOCTO BBIAIOT PE3yJIbTaT.

e OrT/eNbHOE HAIPaBJICHNE — MPOrpaMMHupoBaHne. Mojenb MOXKET MUcaTh U
OOBSICHAITH KOJI, HAXOAUTh OIIMOKY U JJaXKe ONTUMU3UPOBATH aJiITOPUTMBIL. B

ATOM ILJIaHE OHA JIEUCTBYET KaK OIBITHBIM MOMOIIHUK-Pa3paboTUHKa.

e [lpu 3TOM MoAenM 06J1aJaI0T ¥ KPEATHBHOCTBIO — CITIOCOOHOCTHIO

NpUAYMBIBATH HOBOC. Onu IMUITYT CTUXH, IPUAYMBIBAIOT CIOKETHI, CO34al0T

27



HNACHU OJI CTapTalloOB UJIN I[I/ISaI\/'IHOB. 210 IMPOABJIICHUEC HC IIPOCTO IIaMsATH, a

HaCTOAIICTO TBOPUYCCKOTO KOM6I/IHI/IpOBaHHH 3HAHMUU.

e Tak Kak A3bIKOBbIE MOJIEJIH 00Y4YarOTCSI HA MHOXKECTBE S3bIKOB, OHU
MOHMMAIOT M MEPEeBOASAT TEKCThI C COXPAHEHUEM CMBICIIA U KYJIBTYPHBIX
OTTeHKOB. Hanmpumep, MOryT npeBpaTUTh TEXHUYECKUN aHTJTIMMCKUM TOKYMEHT

B TOYHBIM U €CTECTBCHHBIN IIepeBOa Ha PYCCKOM.

e He MeHee BaXXHO ¥ YMEHHE MEHATh CTWIb: Ta )K€ HEMPOCETh MOXKET TOBOPUTH
CYXUM aKaJIeMHUYECKHUM SI3bIKOM, a Yepe3 CEeKYHIy — OOBSACHSTH TO K€ CaMoe
MIPOCTO U JIPYKEIIOOHO. DTO JieJIaeT B3aUMOJICUCTBUE C HEW €CTECTBEHHBIM U

KOM(OPTHBIM.

o CoBpemennbie LLM cTtaHoBsaTcs Bc€ 60ee MyJIbTHMOJAIbHBIMA — OHU
CIIOCOOHBI pad0TATh HE TOJIBKO C TEKCTOM, HO M C U300paKEHHUSIMU, 3BYKOM
WK BUJ€0. MoJieab MOXKET OnHucaTh, YTO U300pakeHO Ha KapTUHKE,

pacno3HaTh AMOLMH 10 TOJIOCY UM CTEHEPUPOBATH KAPTHHKY MO OMMCAHUIO.

e 1l HakoHel, KIIFOYEBOM aCMEKT — 0€30MACHOCTb U J0CTOBEPHOCTb.
Pa3paboTunku cTaparoTcsi MUHUMU3UPOBATh PUCKHU, YTOOBI MOJICIIbh HE
reHepupoBasa BpeIHbIe, OCKOPOUTENIbHBIC WIH BhIIyMaHHbIe (akThl. IHOT I
HEHPOCETh MOXKET "TAUTIOIIMHUPOBATDE' — yBEPEHHO COOOIIATH JIOKHYIO

uHpopmanuio. boprda ¢ 3TUM — OAHO W3 IJIaBHBIX HANPABIEHUN Pa3BUTHS

nn.

Kak u3MepsroT KaueCTBO S3bIKOBBIX
MOJeJeun

UT00BI 00BEKTUBHO MOHSTH, HACKOJIBKO MOJIEh YMHA, €€ TPOBEPSIOT C TIOMOIIIHIO

CIICOHUAJIbHBIX TECTOB U MCTPHUK.

e Opnun u3 rmaBabix — MMLU (Massive Multitask Language
Understanding). On orieHrBaeT 3HaHKUS MOJICIIN B JeCITKax 00gacTeid — OT
UCTOpUHU U (prmocopuu 10 MEIUIIMHBI ¥ TPOrpaMMHUpOBaHus. UeM Bbliiie

pe3yJibTaT, TeM OOJIbIIe MOJCHb "TIOHUMAET MUp".
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Hpyroit Baxubiit TecT — GSM8K, KoTOpBIii TPOBEPSET YMEHUE pacCykKIaTh B
MaTEeMaTHUUYECKUX 3a7adax. DTO He MPOCTO NMPOBEpPKa CUETA, a OLIEHKA TOT0, KaK

MOJIeJIb JIOTUYECKHU pa30uBaeT 3aauy Ha IIaru U oObSICHSIET CBOU ACHCTBHUSL.

J1JIs OTICHKY HaBBIKOB ITPOrpaMMHPOBaHM HCIob3yercs HumanEval —
TECT, TJIe MOJICNIN JAl0T 3aJlaHne HamrcaTh GyHKIuio Ha Python mo onmcanwmro.

DTO MpoBepKa Ha pealibHOE MOHUMAaHUE KOJIa U JIOTUKHU MTPOTPaMM.

Ecth 1 601ee TBOpueckue npoepku. Hanpumep, BIG-Bench onennBaer
THOKOCTH MBIIIJICHUS M KPEAaTUBHOCTh: MOJIEIh JOJKHA TIOHUMATh FOMOD,
abCypAHbIEC CUTYAIINH, PUTYMbIBATh OOBSICHEHUS WM JIaXKe PACCYKIATh O

MODAJIH.

Tect HellaSwag npoBepsieT "3apaBbiii cMbICT" — CITOCOOHOCTD MPOIOKUTH
MCTOPUIO JIOTUYHO U MpaBrononooHo. Hampumep: "YenoBek knanér 1010Ko0 Ha
CTOJI. 3aTeM OH..." — U MOJIeJb JOJI’KHA BEIOPATh €CTECTBEHHOE MPOOJIKEHUE
Bpojc "0epéT KHUTY U HAUYMHAET YNUTATh'", a HEe abCcypaHOe "S0JI0KO CheaacT

cToa".

A metpuka Truthful QA usmepsier nmpaBauBocTh. OHA OKA3BIBAET, HACKOJIBKO
MO/JIC]Tb CKJIOHHA MTPUIYyMBIBaTh (DAKTHI UM TOBTOPATH MUMBI, B YMEET JIH

OTIINYATh MPOBEPEHHYIO HH(OPMAIUIO OT BHIMBICTIA.

JlOnOJIHUTENBHO:!

BBH (Big-Bench Hard) — cioxnbie reasoning-3agavmu.
ARC-Challenge — ananutnyeckue BOonpocsl B Ayxe [Q-tecTos.
Winogrande — KOHTEKCTHOE TOHUMaHHUE.

XWinograd nim XCOPA — MeXbs3bIYHbIE 1eaS0NiNg-TeCThlI.
WMT-22 — xauecTBO IepeBo/ia.

Multilingual MMLU — orenka Ha Ipyrux si3bIKax.

MBPP — nipocTtble mporpaMMHbI€ 3a/1a4H.

Codeforces / LeetCode peMTHHT (CHMYJIMPOBAHHBIN).

29



CodeBench wiim APPS — Gouiee ciokHOE MporpaMMHpOBaHUE.

PESYJIbTaTbI MOoAeJIn 110 CPABHEHHNH

BEMMLU ®GSM8K m HumanEval HumanEval2
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MHH-(eHepHaFI KOMMEeTeHTHOCTb

120,0%

100,0%

80,0%
60,0%
40,0%
20,0%
0,0% —_— —

GPT-5 Claude 4.5 DeepSeek R1 Claude 3.5 GPT-40 Mind 4 GPT-2

B MBPP (pass@1), % APPS (% pass / cnoxHble 3agaun), % HumankEval, %

AHaJIu3 pe3yJbTaToB

Mind 4 mokasbeiBaeT pe3yabTaThl HUXE He TO uTo ypoBHst GPT-3, naxe Hmwke GPT-2:
HUKaKO€ IOHUMaHUE SI3bIKa, OTBPATUTENbHAS MaTeMaTHKa OTCYTCTBYIOIIAs

MYJIbTUMOAAJIbHOCTD.

CHCTEMHBIEC HHCTPYKIIUH

CucteMHbIN TPOMIIT (System prompt) mpeacTaBisieT co00i CHeHATbHYIO
MHCTPYKIIMIO, KOTOpas 3a1a€TCsl MOAENIN UCKYCCTBEHHOTO MHTEIIJIEKTA Ha 3Tare
MHULMAIU3alUY [uaiiora. B oTiinm4due oT nojab30BaTebCKUX COOOIICHUH, A TOT
MPOMIIT HEBUIUM JIJIs1 KOHEYHOTO MOJIh30BATENS U ONPECIISIeT OOIIYI0 CTPATETHIO
paboTel Mosienu. UMeHHO OH 3a7a€T CTUJIb, TOHAIBHOCTh U PAMKH MOBEACHUS
CUCTEeMBI, POpMUPYS €€ «TMUHOCTh» U 3aKPEeIUIssl MpaBujia B3auMOICHCTBHUS.

[To cyTr, CUCTEMHBIN MPOMIIT — ATO 0A30BBIN CIIEHAPHI1, HA KOTOPHIA MOJIEIb
onupaercs npu o0padoTKe BCeX MOCIEAYIOMHUX 3arpocoB. C ero NoMOUIb0 MOKHO
YIpPaBISITH TeM, Kak iMeHHO U hopmynupyeTt oTBEThI: OyA€T JIU OH OTBEYATh
(dbopMalIbHO WK JIPY>KETF0OHO, UCTIOIB30BATh JTU TEXHUUECKYIO JIGKCUKY WIIH
yIpoIIEHHbIE O0BSICHEHUS, 1aBaTh JIU PA3BEPHYTHIC PACCYKACHUS WU TIPEACIBHO
Kpatkue peruku. Kpome Toro, CUCTEMHBINA TPOMIT MO3BOJIIET OTPAHUYNBATH

MOJCJb, IPCAOTBpallasd HEKCIJIATCIbHOC ITOBEACHUC, N aAalITUPOBATh e€ o
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KOHKPETHBIC 3a/jauu: OT O6p330BaTCJIBHBIX HpI/IJIO}KeHI/Iﬁ A0 TEXHUYECCKOMN

MNOAACPKKH HIIKM KPCATUBHBIX I'CHCPATOPOB TCKCTA.

[Lmane! pa3BuTHs

Passutue Mind 4 npeanonaraer nocjiaeaoBaTeIbHOE paciiupeHue eé
(GYHKIIMOHATBHBIX BO3MOXXHOCTEH C IEIBIO MOBHIIICHUS MPAKTHICCKOM
[EHHOCTH U y00CTBa UCTIOIb30BaHNs. OCHOBHbBIC HAIIPABJICHUS Pa3BUTHUS
BKJIIOYAIOT:

1. Beo-nouck.

[Inanupyercs BHeIpEHUE MOJYJIs, MO3BOJISIOIIETO MOJEIN 00paIaThCs
K aKTyaJIbHbIM UCTOYHUKaM B ceTH MHTepHeT. DTO 00ecneyuT J0CTyM K
CBeel nHpopmaluu, 4To 0COOEHHO BaKHO B TMHAMUYHO MEHSIOIIUXCS
00J1aCTIX — OT HOBOCTEM 70 Hay4yHbIX ImyOnukanuii. [Ipumep MU
HMMeEIOIIEro TocTyI B uHTepHeT — Gemini ot Google.

2. TI'enepaumsi u300paskeHHUid.

WHTerpanus anropuTMOB CO3aHUST U300PKESHUS TIO3BOJIAT
WCITOJIB30BaTh MOJICITb HE TOJIBKO ISl pabOTHI C TEKCTOM, HO M IS
COo3/1aHus TpaUIECKUX MaTepPHAaIOB: WITFOCTPALINH,
uHporpaduku, KoHenT-apra. Takol QyHKIIMOHAT 3HAYUTEIHHO
PaCIIMPHUT BO3MOKHOCTH IPUMEHEHHS B 00pa30BaTeIbHbIX,
MapKETUHTOBBIX U KPEATUBHBIX MPOCKTAX.

3. Co31anne BHYTPEeHHEr0 TEPMHHAJIA MOJIEIN.

Peanuzanus BCTPOESHHOW Cpeabl BBITOJIHEHUS TTO3BOJIUT MOJEIN
3aMycKaTh U MPOBEPATH KO, padoTaTh ¢ (pailjiaMu U BBITIOIHATH
BBIYHCIIUTEILHBIE OTIepaIiuu B 0€301aCHOM OKPYKEHUHU. ITO MPEBPATUT
e€ B TIOJIHOIICHHBIM MHCTPYMEHT 1711 00y4YEeHUST TPOrPaMMHUPOBAHMIO,
aBTOMATHU3alIMU 33/1a4 U UCCIIEI0BATENbCKONU PabOTHI.

4. WHTerpauus ¢ BHEIHUMH CEPBUCAMU.

[Tonkmouenue k s3xocucreMam Google, Microsoft u npyrum

KOPIIOPATUBHBIM CEPpBUCAM AACT BO3ZMOKHOCTb aBTOMATHU3UPOBATH
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paboTy ¢ JOKyMEHTaMH, KaJIeH1apsiIMU, O0JIaUHBIMU XPaHUJIUIIIAMU U
WHCTPYMEHTAMH COBMECTHOU PabOTHI.

5. Pacmmpenue MyJIbTUMOJAJIbHOCTH.

B nanpHelmem mianupyeTcs yriyO0ia¢HHas ToIIepiKKa
MYJIBTEMOJIAJTBHBIX CIIEHAPUEB: 00pab0TKa N300paKEHUM, ay IO U

BHUACO, COBMCUICHHUC PA3JIMYHBIX TUIIOB JAHHBIX B CAMHOM 3aIIpOCC

SAKJIIOUEHUE

Hacrosmas uccienosarenbckas paboTa Oblia MOCBALEHA H3YUYEHHUIO PEaIbHBIX

0apbepoB, CTOAIIMX Ha IMYTH «JI€MOKPATHU3AIMI OOJIBIIUX SI3bIKOBBIX MOJIENICH

(LLM). Ilenbto ObUIO HE MPOCTO CO3AaHUE MPOTOTUIIA, HO U BEpU(PUKAIUS TUTTOTE3bI

O BO3MOKHOCTHU CaMOCTOATENbHOMN pa3pabOTKN KOHKYPEHTHON MOJIEIH B YCIOBUAX

OrpaHUYECHHBIX PECYPCOB.

B xone npoekTa Obljia CIPOEKTUPOBAHA U PEATTM30BAHA SKCIEPUMEHTAIIbHAS MOJEIb

Mind 4 ¢ ucnoap30BaHKEM MEPETOBBIX APXUTEKTYPHBIX PEIICHUM, TAKHX KaK

Mixture-of-Experts (MoE) u Grouped-Query Attention (GQA), 4to camo 1o cede

CTaJI0 IEMOHCTpAILMEH TIIyOOKON TEXHUYECKOU SKCIIEPTHU3HI.

I'1aBHBIE pe3yJIbTATHI U BHIBOABI

[IpoBepka runoressl: [IpoBeAEHHBIN DKCIEPUMEHT Aall OTPULATEIbHBINA PE3YJIbTAT,

KOTOPBIN CTaJl KIIFOYEBBIM HAYYHBIM BBIBOJIOM paboThl. Monens Mind 4, HecMoTpst

Ha XOpOUIYIO apXUTEKTYPY, MOKa3alia pe3yabTarhl Xyxe ypoBHsI GPT-2 u noyHbIi

yxac Ha Tecte Truthful QA (mpaBauBocth ~30%), MOATBEPIKIAS, YTO MOJIC]Ib HECET

qy1Ib 0e3 nanbHene 10paboTKH.

JoxazarenbctBO 6apbepoB: [Iposan Mind 4 nmo3Boaun Bepu@UIIMpOBATh U TOYHO

OTNPEJEIUTh TP OCHOBHBIX Oapbepa, KOTOPBIE JEal0T CAMOCTOATENbHYIO

pa3pabotky LLM mnpaktudecku HeBO3MOKHOM B 2025 rony:

e KadectBo 1 00bEM naHHBIX: OrpaHUYCHHBIN U 3aMyCOPEHHBIN 1aTaceT MPUBET

K OBICTpOMY MEePeo0yUEHUIO0 MOJICNH, YTO MOATBEPIKIECHO TpadukamMu
oOy4eHusl.

e OrtcyrctBue RLHF: HeBo3amoxknocTs npoBectu Reinforcement Learning from
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Human Feedback (00yuenue ¢ mojkperieHueM Ha OCHOBE 0OpaTHOM CBS3U OT
4eJI0BEKa) cTajla MPUYMHOM rajuIIOLMHALNN, HETIPABJUBOCTU U HECTIOCOOHOCTH
MOJIEJIN CJE€I0BATH CJIOKHBIM UHCTPYKIIUSM.

e AcTpoHOMHYECKHE BeIUUCICHUS: [ 00ydeHnst MOeH, CIIOCOOHOM
KOHKYpPUPOBATh C JIUJEPAMHU, TPEOYIOTCSI BBIYUCIUTEIBHBIE PECYPCHI U
(buHAHCOBBIE BIOXKEHHUSI, HEJOCTYIHBIE 711 YaCTHOTO pa3paboTyuKa.

Takum oOpazom, paboTa yCHENIHO TOCTUTIIA CBOEH 11€H, 10Ka3aB, YTO
JOMUHHUPOBAHME KPYMHBIX Kopropaiuii B oosactu LLM 00yciioBiI€HO HE TOJIBKO
3aKPBITBIMU AITOPUTMAMHM, HO U (PyHIAMEHTAJIbHBIMUA Y KOHOMUYECKUMU U
PECYpPCHBIMU OTPAaHUYECHUSMU.

[IpoekT Mind 4, He cTaB KOHKYPEHTHBIM NPOAYKTOM, CTajl [IEHHbIM HCCIEIOBAaHUEM,
NOJIPOOHO JOKYMEHTUPYIOLUM apXUTEKTYPY U MEXaHU3MbI cOBpeMeHHbIX LLM,

BKirouas Mexanu3Mbl ROPE, Multi-Head Attention u ontummu3anuro depe3 Triton.

IIpakTHuyeckue BHIBOIBI

[TpakTHdeckasi HIEHHOCTh PaOOTHI 3aKIFOYAETCS HE B CO3/IaHUU
KOHKYPEHTOCTIOCOOHOTO MPOAYKTa, a B JeTANbHOU Bepudukanuu GyHaaMeHTATbHBIX
o6apbepo MU.

e Jlisi oOpa3oBaTebHBIX HeJieii: [IpoeKT ciry)XKUT yuyeOHbIM TOcOoOueM,
JEMOHCTPUPYIOITUM, UTO apXuTeKkTypHas pekoHcTpykius (MoE, GQA) 6e3
JI0CTyTa K TPUJUTHOHAM TOKEHOB Ka4e€CTBEHHBIX JAHHBIX U JOPOTOCTOSIIAM
RLHF-naiinnaitnam He TPUBOIUT K CO3JIaHUIO0 paOOTOCTIOCOOHOM MOIEIH. DTO
cMmeniaeT GoKyc 00yueHus ¢ KOMMMPOBAHUS apXUTEKTYp Ha MPOOJIEMbI KauecTBa
JAHHBIX U BhIPaBHUBAHUSI.

o Jlis MHAUBHUAYAJBHBIX Pa3padoTuuKoB: VccienoBanrue SMIUPUICCKU
JI0Ka3bIBaeT HEAPPEKTUBHOCTH MOMBITOK 00y4eHus ¢ HyJIs (pre-training) Ha
He(UIBTPOBaHHBIX O0LIEAOCTYNHBIX AaTaceTax (Tuna Common Crawl).
Pecypcel cinenyer HanpaBisaTh Ha nooOydenue (fine-tuning) u aganTaiuio
CYIIECTBYIOIINX OTKPBITHIX Mojieiei (Open-source LLM), a He Ha HOMBITKH

COo3aaHu COOCTBEHHBIX 0a30BBIX MOHGHCﬁ C HYJIA.
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o TexHuyeckas JOKyMeHTalusi: Peann3oBaHHbIN KO TPECTaBIAET COO0it
OTKPBITBINA apTedakT, JOKYMEHTUPYIOMKKN nHxeHepHbIe pemeHus (RoPE,
GQA, MoE, Triton-sapa) B KOMITAKTHOW CpeJie, 9TO MOKET OBITh
VCMOJIB30BAHO IS JAIBHEUIINX aKaJIEMAYECKUX UCCIIEAOBAHUM 110

onTUMH3aMU U 3armycky LLM B ycloBUsSX orpaHUYEHHBIX PECYPCOB.

OTKpBITHE

KitoueBbIM OTKPBITHEM JTAHHOM paOOTHI SBIISICTCS SMITMPUICCKOE TIOITBEPKIACHIE
TOTO, YTO «CEKPETHBIA MHTPEIMEHT» COBPeMEHHBIX LLM — 3T0 HE CIOXKHOCTh
apXUTEKTYpPhI (KOTOpasi ObliIa YCIEIIHO PEKOHCTpyrupoBaHa B Mind 4), a TpUIMOHBI
TOKEHOB BBICOKOKAaUECTBEHHBIX, OT(HUILTPOBAHHBIX TAHHBIX W HEIOCTIOKUMAS IS
uHauBKUayyMa nHdpactpykrypa RLHF (00yueHus ¢ moakperieHueM Ha OCHOBE
0oOpaTHOM CBSI3U OT YEJIOBEKA).

PaGota HarnsigHO nemoHcTpupyeT: aemokpatusaius MU B 2025 roxy o3nayaet He
BO3MOXHOCTh c03/1aTh ¢cBOM GPT ¢ Hyns, a muib BO3MOKHOCTh UCTIOJIB30BATh U
1000y4YaTh OTKPBITHIE MOJIETTH. baphep CMECTHIICS OT TEOPETHIECKON MHPOPMATHKH
(MOHUMAaHMS AJITOPUTMOB) K MMPOMBIIIUICHHONW WHXEHEPHUH (MaciiTabaM BEIYUCICHUN
1 00pabOTKM TaHHBIX). be3 MHOTOMUUTHApAHBIX MHBECTUIIUNA B TAHHBIC
BbIpaBHUBAHUE, JTI00as Tapa)kHasi MOJIENIb 0OpeUeHa OCTaBaThCsl HA YPOBHE
reHeparopa CBsI3HOTO Openia, 4To U ObLI0 JoKazaHo mposasiom Mind 4 Ha

6quMapKax MpaBAMBOCTHU U CJICIOBAHUS MHCTPYKIUSAM.
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IIpunoxenue 1

[TonHbIN KOA MPOEKTa, a TAKKe Beca OOYYEHHON MOJAEIN U UHCTPYKIUU IO 3aITyCKY
nocTymHbl B penosutopuu GitHub:

https://github.com/ReNothingg/Mind-4-demo-code

[ Ipunoxenue 2

Cuctemuble uHCTpYKUIMH (System Prompt), onpenenstoiire noBeaeHue MOJENH,
JIOCTYIIHBI I10 aJIpeCy:

https://renothingg.github.io/research/mind4/system/
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